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ABSTRACT   

The new generation of spaceborne hyperspectral sensors offers the potential to provide new information on water quality, 

especially regarding phytoplankton groups.  While phytoplankton species composition algorithms are easily demonstrated 

in model studies, the application of algorithms to spaceborne data may be much more challenging because of processing 

artefacts in the spectral vicinity of atmospheric absorption features. If not treated carefully, the unresolved spectral 

variability of radiance and irradiance can create spectral artefacts (“wiggles”) in water reflectance spectra with high second 

derivative and thus contaminates pigment detection algorithms. In this study one of the processes generating such spectral 

wiggles is explained for an in situ radiometer system with a wavelength offset between the radiance and irradiance 

measurements. The two measurements used to calculate reflectance are differently affected by narrow, unresolved 

atmospheric absorption bands. Removal or reduction of such wiggles could be achieved by physically-based weighting in 

the spectral interpolation of irradiance rather than the typical spectral averaging generally used to hide such problems when 

using linear interpolation. Although demonstrated here for in situ radiometry the need for careful treatment of unresolved 

spectral variability in spaceborne data is raised, particularly if such data is used for second derivative algorithms which are 

very sensitive to short wavelength scale variability.  
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1. INTRODUCTION  

1.1 Motivation – using hyperspectral spaceborne data for phytoplankton species detection 

The new generation of spaceborne hyperspectral sensors DESIS1, PRISMA2, ENMAP3, PACE4, offers the potential to 

provide new information on coastal and inland water quality. A major potential advantage of hyperspectral, compared with 

multispectral, data is the enhanced possibility to detect individual phytoplankton pigments and thus better discriminate 

between different phytoplankton groups. Phytoplankton pigments are typically seen in water reflectance spectra by a 

reduction in reflectance over a limited spectral range, e.g. 15-50 nm, corresponding to the pigment absorption spectrum. 

While phytoplankton species composition algorithms are easily demonstrated in model studies with simulated data, the 

application of algorithms to spaceborne data may be much more challenging. Algorithms for phytoplankton pigment 

detection typically rely, explicitly or implicitly, on the second derivative of water reflectance in wavelength space. In the 

case of spaceborne data, solar Fraunhofer lines and absorption from terrestrial atmospheric gases typically have much 

narrower spectral width than the Full Width Half Max (FWHM) of the Spectral Response Function (SRF) of spaceborne 

sensors used/proposed for aquatic remote sensing, e.g. HYPERION, CHRIS, DESIS, ENMAP, PACE, CHIME, GLIMR, 

etc. If not treated carefully, this creates spurious spectral variability (“wiggles”) in water reflectance spectra with high 

second derivative and thus contaminates pigment detection algorithms. 

1.2 Scope 

The scope of this paper is the study of natural processes and data processing artefacts affecting the second derivative of 

hyperspectral water reflectance for the wavelength range 400-900 nm as measured by in situ or spaceborne spectrometers 



 

 

 

 

 

with spectral resolution between 1 nm and 10 nm FHWM. The cause of artefacts, termed here “spectral wiggles”, near 

unresolved atmospheric absorption bands is studied in detail. 

While the motivation is provided by the application of phytoplankton species detection from in situ and spaceborne 

hyperspectral data the approach is essentially generic and is relevant also to hyperspectral land surface reflectance, e.g. 

when using derivative spectroscopy for plant pigment analysis5, and to the use of in situ reflectance for satellite cal/val. 

The wavelength range 380-400 nm may also be useful for this or other aquatic applications and the wavelength range 900-

2400 nm may be useful for other terrestrial applications. While the approach of this paper can easily be extended to other 

wavelength ranges the current focus is on 400-900 nm because of the availability of high quality in situ water reflectance 

spectra in that range 6–8. 

For spectrometers with spectral resolution finer than 1 nm the present study is less relevant because spectral features caused 

by absorbing atmospheric gases and/or solar Fraunhofer lines may be spectrally resolved (although wiggles can still be 

generated in higher resolution reflectance spectra if radiance and irradiance have different SRF). 

1.3 Spectral “wiggles” in hyperspectral data 

Hyperspectral water reflectance spectra measured by satellites (with atmospheric correction) or by abovewater radiometry 

(with skyglint correction) are often not smooth, showing short wavelength scale variations, e.g. Figure 1, which shows 

both smooth spectral variability associated with natural in-water absorption processes as well as a spurious wiggle near 

762 nm. In addition to that wiggle apparent even in the original reflectance spectrum, more wiggles become apparent when 

the same data is presented as the difference between the original reflectance and a spectrally-smoothed reflectance – see 

top-right panel of Figure 1. As will be seen later, these difference (“original-averaged”) spectra contain both artefacts and 

residues of natural processes, indicating that artefact-removal by spectral smoothing with a moving average also removes 

some of the desired signal. 

These short wavelength scale variations are often referred to as “noise”, although such terminology is misleading if the 

variation is not random but is spectrally structured. In the present paper the term “wiggle” will be used for all short 

wavelength scale variations. 

We use here the definition of water-leaving radiance reflectance, 𝜌𝑤, as: 

 
𝜌𝑤 =

𝜋𝐿𝑤

𝐸𝑑

 
(1) 

Where 𝐿𝑤 is the water-leaving radiance (with air-water interface reflection removed) and 𝐸𝑑 is the planar downwelling 

irradiance just above the water surface. 

For the example dataset presented in  Figure 1 and fully documented in 6, the second derivative of reflectance is calculated 

using a centered finite difference method: 
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(2) 

on a regular wavelength grid with step size, 

 ℎ = 𝜆𝑖+𝐾 − 𝜆𝑖 = 𝜆𝑖 − 𝜆𝑖−𝐾  (3) 

Application of a standard 2nd derivative using adjacent wavelengths (i.e. 𝐾 = 1, ℎ = 1 𝑛𝑚 for this dataset) can generate 

very noisy results, which are typically smoothed either by averaging before taking the derivative or taking the derivative 

over a wider wavelength basis, e.g. 𝐾 = 5, ℎ = 5 𝑛𝑚, or both, as illustrated in Figure 2 and Figure 3. 

 



 

 

 

 

 

 

 

Figure 1. Water-leaving radiance reflectance spectra, 𝜌𝑤,  from the HYPSTAR® (“H” in legend) and PANTHYR (“P” in legend) 

radiometer systems at Blankaart water reservoir on 3 different dates. [top-left] Data processed to a regular 1 nm grid from 400-900 nm 

as described for Figure 11 of 6. [bottom] Original data post-processed with a moving average filter of width 10 nm [top-right] 

Difference between original and averaged data 



 

 

 

 

 

 

 

Figure 2. Second derivative of water reflectance spectra from Figure 1 using a narrow step, ℎ = 1 𝑛𝑚, calculated from [top-left] 

original spectra, [bottom] 10 nm-averaged spectra [top-right] difference between original and averaged spectra. 



 

 

 

 

 

 

Figure 3. As Figure 2 but with second derivative calculated using a wider step, ℎ = 5 𝑛𝑚. 

 

Figure 4. Sample planar downwelling irradiance spectrum at top of atmosphere (TOA: blue) and bottom of atmosphere (BOA:orange) 

simulated by 6SV9 version 2.1 with following conditions: 2.5 nm spacing, TSIS HSRS version 2 TOA spectrum10 at 1 nm linearly 

interpolated to 6SV spacing, aerosol model 1 "Continental", aerosol optical thickness at 550 nm =0.15, sun zenith angle=30°, standard 

atmospheric pressure (1013.25 hPa), water vapour 1.5 g/cm2, ozone 300 DU, other gases fixed using 6SV defaults.  



 

 

 

 

 

For many applications, e.g. use of single band turbidity retrieval11 or two/three band red/near infrared chlorophyll a retrieval 

algorithms 12,13, wiggles in the input water reflectance spectrum may be a minor embarrassment when presenting spectra 

but may not have a significant impact on results. In contrast, the use of second derivative algorithms or line height 

algorithms for phytoplankton species detection may be very sensitive to wiggles 14 since the second derivative is 

proportional to the amplitude of a reflectance gradient variation but inversely proportional to the spectral width of a feature. 

The shorter the wavelength scale of a process/feature, the greater is the second derivative.  

The impact of wiggles on the second derivative of water reflectance can be reduced by prior spectral averaging of the water 

reflectance data and/or by choosing a wider wavelength range, e.g. 10 nm, for numerical discretization of the second 

derivative. In both approaches the choice of averaging/discretization range needs to be made carefully to remove the 

unwanted wiggle without attenuating the wanted signal. Other approaches consist in developing empirical methods to 

correct this effect 15–17 without trying to fully understand it.  In the current paper, spectral averaging is eschewed in favour 

of understanding the processes generating wiggles and dealing with them in a more appropriate manner. 

1.4 Spectral width of aquatic processes 

In this section we consider the spectral width of aquatic processes with the aim of summarizing processes which are 

spectrally well-resolved by a sensor with 10 nm FWHM and spectral sampling every 3 nm, and those which are not well-

resolved. The well-resolved processes are termed “(spectrally) smooth” in this paper.  

Theoretical models of water reflectance are generally based on the absorption and elastic backscattering of light by 

phytoplankton, non-algae particles (NAP), Coloured Dissolved Organic Matter (CDOM) and pure water (H2O) molecules.  

Inelastic processes, including Raman scattering, fluorescence, phosphorescence, and bioluminescence also occur in water 

but are generally weak, compared to the elastic scattering, and spectrally fairly smooth. Such processes will be neglected 

in the present study. 

Consider one by one the absorption and elastic scattering processes: 

• The absorption spectra for NAP and CDOM are generally modelled by an exponentially decreasing function of 

wavelength over the range 400-900 nm 18–21 and the absorption spectrum for H2O is generally taken from 

laboratory measurements22. These spectra are spectrally smooth. 

• The absorption spectrum for phytoplankton is composed of absorption from various pigments, which may vary 

in relative concentration between phytoplankton species, thus raising the potential for retrieving information on 

phytoplankton species composition from measurements of absorption or, more challengingly, water reflectance. 

The spectral width of phytoplankton pigment absorption is generally 15-50 nm FWHM and is thus considered 

smooth in the present paper. 

• The backscattering spectrum for NAP and for H2O are generally modelled by a power law function of wavelength 

and are spectrally smooth.  

• The backscattering spectrum for phytoplankton is often modelled as spectrally flat or very smooth 23. In more 

complex models taking account of anomalous diffraction processes24 the phytoplankton backscatter spectrum is 

affected by absorption processes and shows spectral features with width of the corresponding features in the 

phytoplankton absorption spectrum. 

As shown in the example of Figure 5, all of the abovementioned processes can be considered spectrally smooth, i.e., well-

resolved by a sensor with 10 nm FWHM. It is therefore not surprising that the vast majority of hyperspectral “ocean colour” 

satellites and hyperspectral in situ measurements of water reflectance are based on spectrometers with typical spectral 

response of 10 nm FWHM, or 5 nm FWHM in the case of PACE.  

Interestingly the pure water absorption, which dominates the total absorption coefficient in the longer wavelengths (𝜆 >
600 𝑛𝑚), has a significant second derivative, but is expected to be rather constant in space and time, notwithstanding 

slight changes with salinity and temperature25. The simulations of Figure 5 also demonstrate that care will be needed in 

defining simulation inputs when analysing second derivatives. Tabulated datasets and/or sudden gradient changes in inputs 

may not be obvious when considering water reflectance, but become more visible in the second derivative – see the impact 

of non-exponential mineral absorption coefficients, 𝑎𝑀𝐼𝑁 on second derivative of absorption and hence reflectance in the 

range 430-480 nm and 560-600 nm in Figure 5. 



 

 

 

 

 

The second derivative of a water reflectance spectrum will amplify (with respect to the reflectance spectrum itself) any 

features generated by processes with narrow spectral width. Thus, from the abovementioned absorption and elastic 

backscattering processes, the second derivative water reflectance spectrum will show more clearly the impact of absorption 

by phytoplankton pigments 26,27.  

On the basis of in situ absorption measurements, the fourth derivative has been suggested26,28 as relevant for phytoplankton 

pigment quantification with better separation between overlapping pigments than the second derivative. However, the 

fourth derivative is likely to be even more problematic than the second derivative when applied to spaceborne water 

reflectance measurements. 

The second derivative of water reflectance has therefore been proposed for use in remote sensing algorithms of 

phytoplankton species composition, e.g. 29–32,14, and is the focus in the present paper. Other algorithms for phytoplankton 

species composition may use other data manipulations than the second derivative approach considered here but will also 

generally also be affected by processes with variability at short wavelength scales. 

  

  

 

Figure 5. Example of spectra for a simulation made with the HYDROLIGHT 5.3 radiative transfer software33. (top-left) Total 

absorption coefficient, 𝑎𝑡, decomposed into pure water, 𝑎𝑤, phytoplankton, 𝑎𝜙, CDOM, 𝑎𝐶𝐷𝑂𝑀 and mineral absorption coefficients, 

𝑎𝑀𝐼𝑁; (top-right) negative normalized second derivative absorption spectra −𝑎𝑡𝜕2𝑎𝑋 𝜕𝜆2⁄  where 𝑋 = 𝑡, 𝑤, 𝜙, 𝐶𝐷𝑂𝑀, 𝑀𝐼𝑁 for the 

total and the four components of absorption respectively; (bottom-left) water-leaving radiance reflectance, 𝜌𝑤, and (bottom-right) 

normalized second derivative reflectance (1 𝜌𝑤⁄ ) ∗ 𝜕2𝜌𝑤 𝜕𝜆2⁄ . Simulations are for concentrations Chlorophyll a = 10 µ𝑔 𝑙−1, 

𝑎𝐶𝐷𝑂𝑀(440 𝑛𝑚) = 0.1 𝑚−1, mineral particles MIN= 10 𝑚𝑔 𝑙−1, no inelastic scattering and Inherent Optical Property models: pure 

water absorption34,35, Case 1 phytoplankton absorption,  exponentially decreasing 𝑎𝐶𝐷𝑂𝑀 with exponent 0.014 𝑛𝑚−1 and various other 

defaults. Simulations made from 380 𝑛𝑚 to 900 𝑛𝑚 with 5 𝑛𝑚 sampling. Second derivative calculated by centered finite difference 

with step ℎ = 10 𝑛𝑚. 



 

 

 

 

 

1.5 Spectral width of other processes. 

While the water reflectance spectrum from a theoretical model, as outlined in section 1.4, will generally be spectrally 

smooth, with the second derivative showing mainly the phytoplankton pigments and pure water absorption, measured 

water reflectance spectra often have considerable variability at short wavelength scales. This variability may appear at one 

or more atmospheric absorption bands, e.g. the “blip” often found in 3-sensor TRIOS/RAMSES (10 nm FWHM) 

measurements near 762 nm – see Figure 7 of  36, may appear as “wiggles” throughout the spectrum … or may be hidden 

by spectral averaging in the data processing. 

While smoothing of water reflectance data, by spectral averaging or similar low-pass filtering, is often adopted by scientists 

needing quick results but confronted with measurements that do not “look nice”, spectral averaging may also attenuate or 

remove relevant information. The approach of the present study is rather “Don’t suppress the wiggles they’re telling you 

something!” 37. A better understanding of the processes generating spectral variability at short wavelength scales can lead 

to physically based data processing and ensure that the desired signal, here relating to phytoplankton pigment absorption, 

is not modified by any smoothing processes. 

Short wavelengths scale variability is, of course, present naturally in BOA and TOA downwelling irradiance spectra 

(Figure 4) but does not necessarily appear in water reflectance measurements. For example, if a single radiance sensor is 

used to measure both upwelling radiance and downwelling irradiance, the latter by measuring upwelling radiance from a 

horizontal plaque of known reflectance38–40, then the wiggles in radiance and irradiance may cancel to give a smooth water 

reflectance. 

The non-aquatic processes that can generate spectral variability of water reflectance at short wavelength scales, termed 

hereafter “wiggles”, are discussed in this section. 

Random noise, often temperature-related, is encountered in opto-electronic devices such as spectrometers and should be 

reduced to levels which do not contaminate end-user products. Reduction of random noise is generally achieved already 

via the technical specification used in sensor design or may be achieved a posteriori by spatio-temporal averaging for 

spaceborne sensors 41 or by averaging over replicates for in situ radiometers. Spectral averaging will also reduce random 

noise but is generally not appropriate because it also reduces spectral resolution. 

Interband calibration for multispectral spaceborne and in situ radiometers is usually assumed to be achieved by the 

absolute responsivity calibration, although it may be analysed separately42–44. For hyperspectral measurements where 

derivative-based algorithms may be used it becomes relevant to have an interband calibration requirement15–17 in addition 

to the typical absolute responsivity calibration requirements, e.g. an interband calibration accuracy requirement of 0.25% 

or better at top of atmosphere has been suggested14  for  application of the Modified Astoreca Index for detection of 

Phaeocystis globosa. Nonlinearity of the sensor which typically depends on the raw signal level  can also affect the 

interband calibration accuracy45,46, especially for very strong and sharp features like the 762 nm oxygen absorption band. 

Spectral Response Function (SRF) differences between the radiance and irradiance measurements used to derive 

water reflectance from in situ radiometry can generate wiggles as will be seen in this paper. 

Abovewater downwelling irradiance in satellite data processing is generally derived from tabulated data for the 

extraterrestrial solar irradiance 47 and downward atmospheric transmittance derived from a radiative transfer model using 

information on aerosols and absorbing gas concentrations derived from the satellite radiance measurement and/or 

extraneous sources (meterological data, sunphotometer data, etc.). The modelled irradiance is then spectrally convolved 

over the SRF of the satellite radiometer. Any errors in the assumed SRF used for irradiance and the actual SRF of the 

radiance measurement may generate wiggles, especially for wavelengths with high spectral variability of downwelling 

irradiance, 𝐸𝑑, i.e. near wavelengths with high atmospheric absorption and/or near solar Fraunhofer lines. Such errors may 

be significant since the SRF of a spaceborne spectrometer is generally a complex function of cross-track pixel, e.g. “smile” 
48. Errors in the tabulated extraterrestrial solar irradiance may also generate wiggles. 

Concentrations of absorbing gases are used as input for the atmospheric correction of spaceborne data both for water-

leaving radiance and for the modelling of downwelling irradiance. Errors in these concentration inputs may also generate 

wiggles in the water reflectance. 

1.6 Summary of processes generating wiggles in water reflectance spectra 

A summary of the processes described in the previous sections is given in Table 1. 



 

 

 

 

 

Table 1 Summary of wiggle-generating processes for water reflectance spectra. 

Process In situ/ 

Satellite 

Signature Solution 

Phytoplankton Pigment 

absorption 

Both 15-50 nm width around 

known absorption 

wavelengths 

Desired signal 

Random noise Both Random in space, time, 

wavelength 

Spectrometer design (signal:noise) 

In Situ: replicate averaging 

Sat: spatial/temporal averaging 

Both: spectral averaging 

Interband calibration Both  Systematic wavelength 

variation 

Improve interband calibration 

(design specification, pre-launch cal, 

vicarious cal) 

Measured radiance/irradiance 

SRF difference 

In situ Wiggles near unresolved 

spectral features 

(absorbing gases) 

Spectral interpolation weighted with 

typical irradiance – this paper 

Measured radiance/modelled 

irradiance SRF difference 

Satellite As above Consideration of unresolved spectral 

variability at all relevant processing steps 

Errors in absorbing gas 

concentrations 

Satellite As above As above 

 

1.7 Overview of paper 

In this paper we demonstrate with model simulations how a Spectral Response Function (SRF) differences between the 

radiance and irradiance measurements can generate undesirable wiggles with significant impact on the second derivative 

of water reflectance. 

2. METHOD 

2.1 Definition of surface reflectance 

Here we simulate a pointable radiometer used to measure surface reflectance, 𝜌𝑠, as function of wavelength, 𝜆, by 

simultaneous measurement of upwelling radiance, 𝐿𝑢 and downwelling planar irradiance, 𝐸𝑑 at bottom of atmosphere: 

 
𝜌𝑠(𝜆) = 𝜋

𝐿𝑢(𝜆)

𝐸𝑑(𝜆)
 

(4) 

The abovewater measurement method for water-leaving radiance reflectance is more complex than for the surface 

reflectance given in (4) because of an extra term relating to the skyglint correction 49 using a measurement of the 

downwelling sky radiance, 𝐿𝑑. The latter term may exacerbate the problem of wiggles in the case where different 

radiometers with different wavelength scale are used to measure 𝐿𝑢 and 𝐿𝑑, e.g. in the 3-sensor systems popular for 

shipborne measurements 36,50,51. However, the cause of wiggles is most clearly explained and illustrated for the simpler 𝜌𝑠 

measurand. 

In the following description of simulation conditions, we use many simplifying assumptions so that the results show most 

clearly the processes generating spectral wiggles. In more realistic conditions (smoothly varying but not constant surface 

reflectance, smoothly varying but not constant downwelling irradiance, etc.) the spectral wiggles will be quite similar, but 

superimposed on a smoothly varying but not constant surface reflectance. For cases where downwelling irradiance is 



 

 

 

 

 

affected by multiple atmospheric absorption features over a short wavelength range, the wiggle-generation process is 

essentially the same, although more complex to present. 

2.2 Model assumptions - simulated surface, atmosphere and radiometers 

We suppose that the true surface reflectance is a constant value, 𝜌𝑠(𝜆) = 𝜌𝑠0, over an arbitrary short wavelength range, 

e.g. 15 nm. 

We suppose that the true extraterrestrial downwelling irradiance, 𝐹0, is also constant over this wavelength range and that 

the downward atmospheric transmittance, 𝑡𝑑(𝜆), is equal to one except for an atmospheric absorption feature centered on 

wavelength 𝜆0 with rectangular SRF with full width 𝜆𝑤0 and transmittance, 𝑡𝑑 = 𝑡𝑑0, giving the true downwelling 

irradiance: 

 

𝐸𝑡(𝜆) = 𝐹0 ∗ {

1 𝜆 < 𝜆0 − 𝜆𝑤0 2⁄

𝑡𝑑0 𝜆0 − 𝜆𝑤0 2 ≤⁄ 𝜆 ≤ 𝜆0 + 𝜆𝑤0 2⁄

1 𝜆 > 𝜆0 + 𝜆𝑤0 2⁄
 

(5) 

The true upwelling radiance is then given trivially by: 

 

𝐿𝑡(𝜆) = 𝐿𝑢0 ∗ {

1 𝜆 < 𝜆0 − 𝜆𝑤0 2⁄

𝑡𝑑0 𝜆0 − 𝜆𝑤0 2 ≤⁄ 𝜆 ≤ 𝜆0 + 𝜆𝑤0 2⁄

1 𝜆 > 𝜆0 + 𝜆𝑤0 2⁄
 

(6) 

where 𝐿𝑢0 = 𝜌𝑠0𝐹0 𝜋⁄ . 

Now suppose that measurements are made with a hyperspectral radiometer system where the irradiance and radiance sensor 

have spectral sampling interval of Δ𝐸 and Δ𝐿 with a square wave SRF for each detector with spectral width of 𝜆𝑤𝐸  and 

𝜆𝑤𝐿  respectively. The 𝑛 detectors will be labelled 1 … 𝑖𝐸 … 𝑛, where 𝑖𝐸 is the detector with largest central wavelength less 

than 𝜆0 for the irradiance measurement with corresponding 𝑗𝐿 for the radiance measurement. The central wavelength of 

the irradiance and radiance sensor are shifted with respect to the absorption feature central wavelength 𝜆0 by offsets 𝜆𝐸
′  

and 𝜆𝐿
′  respectively, giving central wavelength for detector 𝑖: 

 𝜆𝑐𝐸
𝑖 = 𝜆0 + 𝜆𝐸

′ + (𝑖 − 𝑖𝐸) ∗  Δ𝐸 (7) 

 𝜆𝑐𝐿
𝑗

= 𝜆0 + 𝜆𝐿
′ + (𝑗 − 𝑗𝐿) ∗  ΔL (8) 

Thus the irradiance SRF are given by: 

 

𝜔𝐸
𝑖 (𝜆) = {

0 𝜆 < 𝜆𝑐𝐸
𝑖 − 𝜆𝑤𝐸 2⁄

1 𝜆𝑐𝐸
𝑖 − 𝜆𝑤𝐸 2 ≤⁄ 𝜆 ≤ 𝜆𝑐𝐸

𝑖 + 𝜆𝑤𝐸 2⁄

0 𝜆 > 𝜆𝑐𝐸
𝑖 + 𝜆𝑤𝐸 2⁄

 

(9) 

and a similar expression for the radiance SRF, 𝜔𝐿
𝑖 (𝜆).  

This notation is illustrated in Figure 6.  

The irradiance measured by each detector is then given by 

 
𝐸𝑖 =

∫ 𝜔𝐸
𝑖 (𝜆)𝐸𝑡(𝜆)𝑑𝜆

∫ 𝜔𝐸
𝑖 (𝜆)𝑑𝜆

 
(10) 

 

And, as shown later, the true square wave forms for 𝐸𝑡(𝜆) and 𝐿𝑡(𝜆) become trapezoidal wave forms with smoothing and 

widening of 𝐸𝑡(𝜆) in the measurements in the case where the absorption band is narrower than the SRF of a detector, i.e. 
for 𝜆𝑤0 ≤ 𝜆𝑤𝐸 . 

An example of how the finite SRF of the detector affects the measured 𝐸𝑖 in the vicinity of an under-resolved atmospheric 

absorption band, is illustrated in 



 

 

 

 

 

Figure 7. The depth of the absorption feature of real depth 𝑡𝑑0 is smoothed in the measured spectrum to the shallower depth  

𝑡𝑑0
𝜆𝑤0

𝜆𝑤𝐸
. The shape of the measured spectrum is, however, not necessarily symmetric about 𝜆0, but may be asymmetric 

according to the offset, 𝜆𝐸
′ , of the sampling wavelengths with respect to the centre of the absorption band 𝜆0 – see Figure 

8. This dependence of the measured signal on central wavelength and sampling interval has been demonstrated previously52 

for the O2-A band near 762 nm. 

 

 
Figure 6. Schematic showing definitions of terminology for the true irradiance spectrum, 𝐸𝑡(𝜆), labelled as “Etrue” (black solid line), 

the SRF, 𝜔𝐸
𝑖 (𝜆), for the one detector labelled as “Esrf” (blue solid line) with central wavelength 𝜆𝑐𝐸

𝑖𝐸 , the central wavelengths of all 

detectors, 𝜆𝑐𝐸
𝑖

  (short vertical dotted lines), and the downward transmittance, 𝑡𝑑0. 

The case is simulated here of the HYPSTAR® radiometer, which has a single spectrometer but different optical paths for 

radiance and irradiance giving an offset between the wavelength scales for irradiance and radiance measurements, 

simulated here as different 𝜆𝑐𝐸
𝑖  and 𝜆𝑐𝐿

𝑗
.  

In the HYPSTAR® radiometer processing, the reflectance output is made at the central wavelengths of the radiance 

measurements, with irradiance interpolated from the two bounding 𝜆𝑐𝐸
𝑖  to the single radiance wavelength 𝜆𝑐𝐿

𝑗
, where 

𝜆𝑐𝐸
𝑖 ≤ 𝜆𝑐𝐿

𝑗
< 𝜆𝑐𝐸

𝑖+1 by 

 𝐸𝐿𝐼𝑁𝑇
𝑗

(𝜆𝑐𝐿
𝑗

) = (1 − 𝑤𝐿𝐼𝑁
𝑗

) ∗ 𝐸𝑖 + 𝑤𝐿𝐼𝑁
𝑗

∗ 𝐸𝑖+1 (11) 

Where the linear interpolation weighting is used: 

 
𝑤𝐿𝐼𝑁

𝑗
= (

𝜆𝑐𝐿
𝑗

− 𝜆𝑐𝐸
𝑖

Δ𝐸
) 

(12) 

And the reflectance on the radiance wavelength scale is given by 



 

 

 

 

 

 
𝜌𝑠(𝜆𝑐𝐿

𝑗
) = 𝜋

𝐿𝑗

𝐸𝐿𝐼𝑁𝑇
𝑗

= 𝜋
𝐿𝑗

{𝐸𝑖 (
𝜆𝑐𝐸

𝑖+1 − 𝜆𝑐𝐿
𝑗

Δ𝐸
) + 𝐸𝑖+1 (

𝜆𝑐𝐿
𝑗

− 𝜆𝑐𝐸
𝑖

Δ𝐸
)}

 
(13) 

 

The linear interpolation method is designed to give perfect results in the case where the true spectral variation of the 

measurand is linear and gives results accurate to 𝑂(Δ𝐸)2 for more complex variability according to Taylor analysis.  

2.3 Model-adjusted interpolation of irradiance 

For the case of significant unresolved spectral variability, we propose here a new irradiance model-based interpolation 

method weighted according to the expected sub-SRF spectral variability of 𝐸𝑡(𝜆).  

Thus, the linear interpolation is now performed between model-adjusted measurements 𝐸𝑖 and 𝐸𝑖+1, replacing (11) by 

 
𝐸𝑀𝐼𝑁𝑇(𝜆𝑐𝐿

𝑗
) = (1 − 𝑤𝐿𝐼𝑁

𝑗
) ∗ (

𝐸𝑚𝑜𝑑(𝜆𝑐𝐿
𝑗

)

𝐸𝑚𝑜𝑑(𝜆𝑐𝐸
𝑖 )

) ∗ 𝐸𝑖 + 𝑤𝐿𝐼𝑁
𝑗

∗ (
𝐸𝑚𝑜𝑑(𝜆𝑐𝐿

𝑗
)

𝐸𝑚𝑜𝑑(𝜆𝑐𝐸
𝑖+1)

) ∗ 𝐸𝑖+1 
(14) 

Where 𝐸𝑚𝑜𝑑(𝜆𝑐𝐿
𝑗

) is obtained by convolution of a modelled higher resolution irradiance spectrum, 𝐸𝑚𝑜𝑑(𝜆), over the 

instrument SRF, i.e.  

 
𝐸𝑚𝑜𝑑(𝜆𝑐𝐸

𝑖 ) =
∫ 𝜔𝐸

𝑖 (𝜆)𝐸𝑚𝑜𝑑(𝜆)𝑑𝜆

∫ 𝜔𝐸
𝑖 (𝜆)𝑑𝜆

 
(15) 

 

This form has the useful properties that: 

• (14) reduces to the conventional linear interpolation over wavelength for the case where 𝐸𝑚𝑜𝑑  is constant over 

the short wavelength range 

• (14) gives simply 𝐸𝑀𝐼𝑁𝑇(𝜆𝑐𝐿
𝑗

) = 𝛼𝐸𝑚𝑜𝑑(𝜆𝑐𝐿
𝑗

) in the case where the measurements 𝐸𝑖 and 𝐸𝑖+1 follow perfectly 

the shape of 𝐸𝑚𝑜𝑑(𝜆) with 𝐸𝑖 𝐸𝑚𝑜𝑑(𝜆𝑐𝐸
𝑖 ) = 𝐸𝑖+1 𝐸𝑚𝑜𝑑(𝜆𝑐𝐸

𝑖+1) = 𝛼⁄⁄ , and 

• (14) gives 𝐸𝑀𝐼𝑁𝑇(𝜆𝑐𝐿
𝑗

) = 𝐸𝑚𝑜𝑑(𝜆𝑐𝐿
𝑗

) in the case where the measurements 𝐸𝑖 and 𝐸𝑖+1 take perfectly the values of 

𝐸𝑚𝑜𝑑(𝜆) at 𝜆𝑐𝐸
𝑖  and 𝜆𝑐𝐸

𝑖+1. 

 

  



 

 

 

 

 

 

  

  

  

 

 

Figure 7. Six examples of overlap for successive detectors, 𝑖 = 𝑖𝐸 − 3 … 𝑖𝐸 + 2, between an atmospheric absorption band with true 

downwelling irradiance, 𝐸𝑡, (solid black line, “Etrue”) and the SRF of a radiometer detector (solid blue line) shown as function of 

relative wavelength, 𝜆 − 𝜆0. The measured irradiance 𝐸𝑖 (blue dots, “Emeas”) obtained by convolution of irradiance with SRF are 

shown at central wavelength, 𝜆𝑐𝐸
𝑖 . In this simulation the atmospheric absorption feature has 𝑡𝑑0 = 0, with width 𝜆𝑤0 = 0.5 𝑛𝑚.  The 

irradiance sensor has spectral resolution 𝜆𝑤𝐸 = 3 𝑛𝑚, spectral sampling every Δ𝐸 = 1 𝑛𝑚, with central wavelengths offset with 

respect to 𝜆0 by 𝜆𝐸
′ = 0.5 𝑛𝑚. 

 



 

 

 

 

 

  

 

 

Figure 8. Combination of measurements from all detectors of the simulated hyperspectral irradiance sensor showing the true 

downwelling irradiance, 𝐸𝑡, (solid black line, “Etrue”), the measurements at all detectors for the example of Figure 7 with 

𝜆𝐸
′ = 0.5 𝑛𝑚 (blue dots), the measurements at all detectors for a similar irradiance sensor with 𝜆𝐸

′ = 0.75 𝑛𝑚 (red dots), and 

the envelope of measurements (dashed line) from all possible offsets, 𝜆𝐸
′ . Other simulation conditions as in Figure 7. 

3. RESULTS 

3.1 Simulation results with conventional linear interpolation of irradiance 

While 𝜆𝐸
′  and 𝜆𝐿

′  may take any value in the range [0,Δ𝐸) we present simulations here for 4 values of 𝜆𝐸
′ =

0, 0.25, 0.5, 0.75 𝑛𝑚 and 4 values of 𝜆𝐿
′ = 0, 0.25, 0.5, 0.75 𝑛𝑚 to demonstrate typical results for 𝜌𝑠. 

 

 



 

 

 

 

 

 

Figure 9. Simulations for 𝜆𝐿
′ = 0 𝑛𝑚 with 𝑡𝑑0 = 0, 𝜆𝑤0 = 0.5 𝑛𝑚, 𝜆𝑤𝐸 = 𝜆𝑤𝐿 = 3 𝑛𝑚, Δ𝐸 = Δ𝐿 = 1 𝑛𝑚 and 4 values of 𝜆𝐸

′ =

0, 0.25, 0.5, 0.75 𝑛𝑚 (“Eoff”). [top] Results show true irradiance (solid black line, “Etrue”), 𝐸𝑡, envelope of all possible values of 𝐸𝑖 

(dashed black line, “Emeas”) corresponding to all possible values of 𝜆𝐸
′ , specific examples of 𝐸𝑖 corresponding to the 4 values of 𝜆𝐸

′  (4 

coloured markers), continuous 𝐸 spectra obtained by linear interpolation using (11) between 𝐸𝑖 for the 4 values of 𝜆𝐸
′  (4 coloured lines 

joining markers) and sampled values of radiance (black dots), 𝐿𝑖, for this 𝜆𝐿
′ = 0 𝑛𝑚. [bottom] Corresponding values of 𝜌

𝑠
(𝜆𝑐𝐿

𝑗
) 𝜋⁄ =

𝐿(𝜆𝑐𝐿
𝑗

) 𝐸(𝜆𝑐𝐿
𝑗

)⁄  obtained from sampled 𝐿𝑗  and sampled then interpolated 𝐸𝐿𝐼𝑁𝑇(𝜆𝑐𝐿
𝑗

). 

 

 

Figure 10. Simulation conditions and result labelling as for Figure 9 except that 𝜆𝐿
′ = 0.25 𝑛𝑚.  

 

 



 

 

 

 

 

 

 

Figure 11. Simulation conditions and result labelling as for Figure 9 except that 𝜆𝐿
′ = 0.5 𝑛𝑚. 

 

 

 

 

 

Figure 12. Simulation conditions and result labelling as for Figure 9 except that 𝜆𝐿
′ = 0.75 𝑛𝑚. 

 



 

 

 

 

 

From the results of Figure 9-Figure 12, it is clear that the 𝜌𝑠 is measured perfectly in the cases where 𝜆𝐿
′ = 𝜆𝐸

′ , and the 

special case 𝜆𝐿
′ = 0.5 𝑛𝑚 and 𝜆𝐸

′ = 0.0 𝑛𝑚 (Figure 11 green line) but shows wiggles in all other cases with 𝜆𝐿
′ ≠ 𝜆𝐸

′ . This 

can be seen either as one positive and one negative wiggle either side of the absorption feature or more complex wiggle 

shapes, e.g. case 𝜆𝐿
′ = 0.75 𝑛𝑚 and 𝜆𝐸

′ = 0.5 𝑛𝑚 (Figure 12 green line). All such wiggles will generate an artificial 2nd 

derivative of 𝜌𝑠. 

 

3.2 Simulation results with new model-adjusted interpolation of irradiance 

If the newly-proposed model-adjusted interpolation of irradiance (14) is used with 𝐸𝑚𝑜𝑑(𝜆) obtained from the envelope 𝐸𝑖 

(“Emeas”) spectrum shown in the results of Figure 9-Figure 12, i.e. 𝐸𝑚𝑜𝑑(𝜆𝑐𝐸
𝑖 ) = 𝐸𝑖  in all cases, then it is trivial for these 

simulations that 

 𝐸𝑀𝐼𝑁𝑇(𝜆𝑐𝐿
𝑗

) = 𝐸𝑚𝑜𝑑(𝜆𝑐𝐿
𝑗

) (16) 

and 

𝜌𝑠(𝜆𝑐𝐿
𝑗

) = 𝜋𝐿(𝜆𝑐𝐿
𝑗

) 𝐸(𝜆𝑐𝐿
𝑗

) = 1⁄  

i.e. the constant surface reflectance spectrum is perfectly conserved, without wiggles. 

What is not yet known is how this model-adjusted interpolation will perform in practice with real measurements and how 

any uncertainties in the modelled spectrum 𝐸𝑚𝑜𝑑 or the radiometer characteristics 𝜆𝑤𝐸 , 𝜆𝑤𝐿 , Δ𝐸, Δ𝐿 will propagate through 

the model-adjusted interpolation. 

It seems obvious that 𝐸𝑚𝑜𝑑(𝜆) should be defined at least as a function of sun zenith angle. If information is available on 

other atmospheric parameters (absorbing gas concentrations, aerosols, atmospheric pressure) at the time of the 

measurement then 𝐸𝑚𝑜𝑑(𝜆) could be further improved. Uncertainties in the modelled spectrum 𝐸𝑚𝑜𝑑(𝜆) may also arise 

from assumptions of the atmospheric radiative transfer model, including extraterrestrial solar irradiance, spectral 

absorption cross-section of each gas, model spectral resolution, etc. 

4. CONCLUSIONS AND FUTURE PERSPECTIVES 

While the new generation in situ hyperspectral radiometers and spaceborne spectrometers will provide hyperspectral water 

reflectance data that could be used for discriminating between phytoplankton species, the explicit or implicit use of second 

wavelength derivatives may lead to severe contamination of data in the presence of unresolved atmospheric absorption 

bands. In addition to the well-known problems of random noise and interband calibration, it is shown here for a simulated 

in situ hyperspectral radiometer system that a wavelength offset between measured radiance and irradiance can generate 

short wavelength scale variability, termed “wiggles”. These wiggles could be removed by appropriately weighted (not 

linear, but irradiance model-adjusted) spectral interpolation of irradiance that takes account of the expected unresolved 

variability of true irradiance over the instrument SRF. In practice the true irradiance is unknown, but it is suggested here 

that a reasonable estimation of the unresolved spectral variability of true irradiance (e.g. from atmospheric radiative transfer 

modelling with inputs for sun zenith angle, aerosol type and concentration, absorbing gas concentrations and atmospheric 

pressure) could give significant reduction of spurious wiggles.  

 

The present study has clearly illustrated one process causing spectral wiggles and provides a clear way forward for solving 

the problem of spurious wiggles generated by wavelength scale difference between irradiance and radiance. Next, the 

proposed irradiance-weighted spectral interpolation method should be tested on real measured irradiance spectra before 

implementation in the HYPERNETS operational processing chains 53,54. The impact of uncertainties, in the proposed 

atmospheric radiative transfer modelling and associated inputs and in the knowledge of instrument characteristics (central 

wavelengths, shape and width of SRF, etc.), on the effectiveness of the proposed irradiance-weighted spectral interpolation 

method for wiggle-removal/reduction needs to be studied. 

 

The present study has demonstrated the wiggle-generation process for an in situ radiometer system with different 

wavelength scales for radiance and irradiance. For spaceborne reflectance measurements the irradiance needed for 

reflectance normalization does not come from a separate measurement but is obtained from tabulated data for 

extraterrestrial solar irradiance and modelling of diffuse atmospheric transmittance from TOA to BOA using estimation of 



 

 

 

 

 

aerosols potentially derived from the spaceborne radiance measurement. It is speculated here that imperfections in the 

modelling of irradiance (via atmospheric transmittance) and/or in the SRF used for convolution of the modelled irradiance 

for spaceborne reflectance data would generate similar wiggles to those found here for in situ radiometry, since the 

wavelength scale used for irradiance would be different from that used (implicitly) in the radiance measurement. 
 

Further study is needed to: 

• Test the current proposal for irradiance model weighted interpolation in the case of real in situ measurements 

• Initiate similar studies on the wiggle generation processes for spaceborne data 

The latter will ensure that the full potential of spaceborne hyperspectral reflectance data can be realised, avoiding the need 

for and the information loss entailed in the current crude spectral-averaging techniques used for wiggle suppression. 

The current study focusses on the second derivative of reflectance and is directly relevant for algorithms that explicitly use 

the second derivative of reflectance. However, the process described is presumably relevant also for neural network and 

other algorithms used for phytoplankton group discrimination unless the spectral wiggle artefacts found in satellite data 

are removed or correctly modelled in the training dataset. 
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