Chapter 4

Physical model

4.1 Model coordinates

4.1.1 Coordinate systems

The coordinate units, used within the program, are either Cartesian (x,y, 2)
or spherical (A, ¢, z), with the z-axis directed upwards along the vertical. The
Cartesian coordinates are defined in a horizontal plane tangent at a location
on the Earth’s surface. In the spherical system A and ¢ represent respec-
tively the longitude (positive in the eastern, negative in the western hemi-
sphere) and the latitude (positive in the northern, negative in the southern
hemisphere). The vertical coordinate is chosen such that the surface z = 0
corresponds to the mean sea water level. This gives

z=((z,y,t) or z=C((\¢,t) at the free surface (4.1)

z=—h(xz,y) or z=—h(\¢) atthe bottom (4.2)

where ( is the sea surface elevation and h the mean water depth so that the
total water depth H is given by H = h + (.

Cartesian coordinates make it easier to set up a model grid in the hori-
zontal and can be used for size-limited areas where the Earth’s curvature is
negligible and the Coriolis frequency can be considered as uniform in space.
A further advantage is that the coordinate axes can be arbitrarily rotated in
the horizontal. Rotation of a spherical coordinate system is less straightfor-
warded and is considered by the program as a particular case of a curvilinear
grid (see below).

Coordinate units are meters in the Cartesian and decimal degrees in the
spherical case with —180° < X\ < 180" and —90° < ¢ < 90°.
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Implementation

Coordinate systems are selected in the model with the switch iopt_grid_sph:

0 : Cartesian

1 : spherical

4.1.2 Coordinate transforms in the horizontal

The program allows to define horizontal grids in a more flexible way through
the introduction of curvilinear coordinates. Consider firstly the following
general horizontal coordinate transform

&1 :fl(ﬂf,y), 52:f2(3:,y) (43)

The inverse transform becomes

r=F(£,8), y=F(,5) (4.4)

The distance between two neighbouring (grid) points is given by

Ad® = Am2+Ay2

8F1)2 <8F2>2 ) (8F1)2 <8F2)2 )
— (2] +(Z2) |ag+ | (22 +(=2) |a
<a£1 o6 ) |25 | o, 7% ) |~
o, oF, O0F, 8F2>
+ 2 + AE A 4.5
(851 o6 069G, ) oAk (4:5)
tt OF, OF: oF, OF:
1 1 2 2
+ =0 4.6
9%, 96 T 96 96 (4.6)
then
Ad® = h{AE + h3AES (4.7)

and (&, &) are then called orthogonal curvilinear coordinates. This means
geometrically that the coordinate curve along which &; is a constant, inter-
sects the curve along which &, is constant orthogonally.

Note that spherical coordinates can be considered as “pseudo”-curvilinear
coordinates with respect to Cartesian coordinates with h; = Rcos¢ and
hy = R where R is the mean radius of the Earth, defined as the radius of a
sphere having the same volume as the Earth or 6371 km (see Appendix 2 of
Gill, [1982)
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Figure 4.1: Example of a uniform (left) and non-uniform rectangular grid
(right).

In practice A&y, A& are both normalised to 1, so that the metric coeffi-
cients hy, ho now become the grid spacings along the curvilinear coordinate
lines.

The following types of coordinate transformations are considered in CO-
HERENS:

e “Fully” curvilinear: hy = hy(&1,&2) and hy = ho(&1, &2)

e Non-uniform rectangular: hy = hi(&) and hg = ha(&s), i.e. Ohy /0 =
Ohy/0& =0

e Uniform rectangular: h; and hy are independent of & and &,.

A computational model grid in the horizontal is constructed at the “grid
nodes” which are located at the orthogonal intersections of a series of coor-
dinate lines along which &; is constant with coordinate lines along which &,
is constant. The boxes bounded by four neighbouring grid nodes are called
model “grid cells”. Figures and show examples of a uniform and
non-uniform rectangular grid, repectively a curvilinear grid. Although not
recommended, COHERENS offers the possibility to define model grids with
“ragged” boundaries, obtained by removing grid cells from the physical do-
main where the actual calculations are performed. An example is given in
Figure [£.3]

A model grid is defined in practice by supplying the coordinates of all
grid nodes. In case of a fully curvilinear grid, these coordinates need to be
provided by the user. For a rectangular grid, they are given by

r1 = Xy

i—1
T, = xr—i—ZAa:(k) for i=2,...,Nyp1
k=1
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Mercator Projection
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Figure 4.2: Example of a curvilinear grid
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(4.8)

(4.9)

in spherical coordinates, where N,, IV, are the number of grid cells in the &;-,
respectively &-direction, (z,,y,.) or A, ¢, the coordinates of a reference point,
(Az, Ay) the grid spacings along the X- and Y-direction in the Cartesian
and (AX, A¢) the grid spacings along longitude and latitude circles in the

spherical case.
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Implementation

The type of horizontal grid is selected with the switch iopt_grid_htype:

1: uniform rectangular
2: non-uniform rectangular

3: fully curvilinear

4.1.3 Rotated grids

To avoid that the coordinate lines of a spherical rectangular grid are re-
strained to latitude and longitude circles, COHERENS allows to apply a grid
rotation. This is affected by deplacing the North pole for the geographic coor-
dinates to a new position. In this way the grid can be made more aligned
with coastal or more efficient open boundaries. An example of a rotated grid
is shown in Figure 4.4

If (\,, ¢p) are the longitude and latitude of the displaced North Pole, the
transformation formulae to the new coordinates (X, ¢') become

¢ = arcsin [sin ¢p sin ¢ + cos ¢, cos ¢ cos(A — A) (4.10)

N = S(sin(, — \)) arccos [COS ¢psin ¢ — sin ¢qulos ¢ cos(\ — Ap)]
COSs

(4.11)

where S(z) is the Sign functionﬂ The backward transformation formulae are

¢ = arcsin [sin ¢, sin ¢’ + cos ¢, cos ¢’ cos X] (4.12)

sin ¢, cos ¢’ cos A’ — cos ¢, sin ¢’

A = S(sin)\) arccos[ } + A, —S(\)m

(4.13)

cos @

The coordinates of the grid nodes in the new coordinate grid are deter-
mined by (4.9) with (X, ¢, AX, A¢) replaced by (X, ¢, AN, A¢’). The loca-
tion of the new North pole is obtained by defining two additional parameters

e The first is the grid rotation angle a defined as the angle between the
geographical and new equator. It is easily seen that o = 90° — ¢,. Note
that 0 < a < 180°.

1S(x) equals 1 if x > 0, and 0 otherwise.
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Figure 4.4: Example of a rotated grid

e The second parameter is the reference latitude ¢! from which the lon-
gitude of the new North pole can be determined using (4.10)):

sin¢;—cosasin¢,«)’ (4.14)
sin o cos ¢, '

Ap = A — S(cos ) arccos(

The reason for taking ¢! as a user-defined parameter is to allow more
flexibility for selecting the grid spacing. A uniform rectangular grid
with hy ~ hy can be generated by letting AN = A¢’ and ¢! = 0.

A rotated grid in Cartesain coordinates is defined by rotating the axes
over the grid angle o« and taking the origin of the new Cartesian frame at
the reference point (x,.,y,). The coordinate transformations are given by

¥ = (x—uz,.)cosa+ (y—y,)sina (4.15)
vy = (y—y,)cosa— (z—x,)sina (4.16)
and

r = x4+ a2 cosa—y sina (4.17)
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y = y.+y cosa+ 2 sina (4.18)

4.1.4 Coordinate transforms in the vertical
4.1.4.1 o-coordinates
The o-coordinate is defined by (Phillips| [1957)

z+h_z+h
H  h+¢(

(4.19)

where o varies between 0 at the bottom and 1 at the surfacd?l The reverse

formula is obviously
z=0H —h (4.20)

so that the grid spacing in the vertical becomes
Az =HAc (4.21)

The spacings of vertical o-points Ao are horizontally uniform, but can be
taken as either uniform or non-uniform in the vertical.

Advantages are:
e much simpler boundary conditions at the surface and bottom
e a better resolution of surface and bottom layers

However there are well-known disadvantages of using o-coordinates:
e areas with steep bathymetric gradients are difficult to present

e large errors can be produced by discretisation of the baroclinic pressure
gradient

A non-uniform o-grid can be obtained by means of a transformation of the

form
6 =F(o) oritsinverse o= G(d) (4.22)

where F' and G are increasing functions and ¢ equals 0 at the bottom and
1 at the surface. [Davies & Jones (1991) defined the following logarithmic

transformations ) R R
o= {m(l + )+ 3} (4.23)
(6] oNy) O«

ZNote that the definition is different from the traditional one o = (2 — ¢)/H with
-1<o<0.



4.1. MODEL COORDINATES 83

1 1—0 1—o0

c=1——|In(1l+ )+ (4.24)
(e 0o O«
where . .
=In(l+ — — 4.25
a=1In(1+ 00> + o (4.25)

The first (second) form provides a more refined resolution at the bottom (sur-
face). The extent of the logarithmic grid is set by the tunable parameter o,.

Burchard & Bolding) (2002) considered a formulation with refined resolu-
tions near both the bottom and surface

tanh [(d; + d,)o — d;] + tanh d;

4.2
tanh d; + tanh d,, (4.26)

o=

Increasing the values of the (positive) parameters d; or d, will provide a
higher resolution in respectively the bottom or surface layer at the expense
of a coarser resolution in the remaining parts of the water column.

A vertical grid is then constructed by firstly taking a series of uniformly
spaced o-levels, i.e. o, = (k—1)/N,k =1, N + 1 where N is the number of
vertical layers. In the case of a non-uniform grid, the corresponding values
of 6, are obtained from the transformation formula. Examples are given in
Figure [4.5p-b. The first one shows that the vertical grid positions are more
densily packed and the grid spacings are smaller in the bottom (surface)
layer for a logarithmic transformation concentrated at the bottom (surface).
The Burchard & Bolding (2002)) formulation (with d; = d,) has enhanced
resolutions both near the surface as near the bottom but a coarser resolution
in the middle of the water column.

4.1.4.2 generalised o-coordinates

[19%))

Instead of using the traditional o-coordinate a generalised vertical “s” coor-
dinate can be defined by
z = F(x1,19,s8,t) (4.27)

with (z1,22) = (2,y), (\¢) or (£1,&2) and where s = 0 at the bottom and
s =1 at the surface so that

F(]Il,l’g,o,t) = —h, F(Q?l,l’z,l,t) :C (428)

The vertical grid spacing now becomes

OF
Az = %AS = h3As (4.29)
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Figure 4.5: Transformed coordinate ¢ = F(0) (a) and vertical grid spacing
normalised to the total water depth Ag = 0F/do /N (b): formulation (4.23)
with o, = 0.25, sp = 0.1 (solid), (4.24)) with the same parameter values

(dots), (4.26]) with d; = d,, = 1.5 (dashes).

The distance between two neighbouring points in 3-D space now becomes
Ad® = BIAE + h3AE + hiAs? (4.30)

Song & Haidvogel (1994) related the s-coordinate to the o-coordinate by
letting

F=sH —h+hF.(x1,22,5), Fi(r1,22,0) = Fi(21,29,1) =0  (4.31)

Equation (4.29)) is re-written as

OF, h OF, OF,

= H =H(l+ — ~ H(1
g +h83 (+H85) (+8s

) (4.32)

where the approximation is made that A ~ H. The assumption is reasonable
since the s-coordinate is designed for non-shallow areas with large bathymet-
ric gradients, such as shelf breaks. The s-coordinate, defined by is
related to the o-coordinate by

h
o=s5+ ﬁF*(ZBl,QSQ,S) ~ s+ Fi(x1,29,5s) (4.33)
and A OF
z *
Ao =—~(1 A 4.34
o= 22~ (14 0 (4.34)

which means that the Sung-Haidvogel s-coordinate can be seen as a gener-
alised o-coordinate with non-uniform spacings in the horizontal if F, # 0.
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The new coordinate should be defined so that it can represent surface
and bottom layers in shallow as well as deep waters and can deal with areas

with a steep topography. Song & Haidvogel (1994)) proposed the following
expression for F,(s):

F.(x1, 29, 8,t) = max [O, h _hhc (C(s)+1— s)}
Cl(s) = (1—"0b)sinh[f(s—1)] b [tanh [0(s —05)] 1]

sinh 0 2 tanh(0.50)

(4.35)

where h. is a critical water depth below which the s-coordinate reduces to the
o-coordinate and b and 6 are tunable parameters. The vertical grid is defined
by taking uniformly spaced s-levels, i.e. sy = (k—1)/N,k =1,N 4+ 1 and
calculating the corresponding generalised o-levels using . Figure
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Figure 4.6: Distribution of vertical levels along a transect from Denmark to
Norway: uniform o-coordinates (a), non-uniform o-coordinates using (4.35)

(b).

compares the distribution of vertical levels for a uniform o-spacing with the
s-coordinate levels obtained from , using b = 1, h, = 200 and 6 = 8,
for a transect across the Norwegian trench in the North Sea. While the o-
coordinate provides an accurate resolution in the shallow waters near the
Danish coast (left side of the figure), the layer thickness is ~30 m in the
deepest part which is clearly insufficient. A (vertically) non-uniform o-grid
will not resolve the problem since any improvement for the deepest parts
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will detoriate the solution in the coastal areas. The s-coordinate has a much
more accurate resolution in deep water as seen in the figure on the right and
reduces to the o-coordinate when h < h. near the coasts.

A transformed vertical grid can also be constructed through the inverse
relation

s = G(xq,x9,2,1) (4.36)
or, after substituting from (4.20))

s =Gi(o,x,y,t) (4.37)

with G,(0,z,y,t) = 0, G.(1,z,y,t) = 1 and 0G,/do > 0. For example,
Burchard & Bolding| (2002) proposed

S = QoL + (1 — Oé)é’k (438)

where . .

(6r — 0%—1) — (o) — o%—1)hc/h
(6r — Ok—1) — (0 — O%-1)
and ¢ is obtained from (4.26)) with h. a critical water depth below which
s=o0.

1 (4.39)

oz:min[

4.1.4.3 normalised vertical coordinate

In analogy with the horizontal curvilinear coordinate system the vertical s-
coordinate is normalised using

HAo = hsAs (4.40)

Setting As = 1 between neighbouring grid points in the (transformed) verti-
cal direction and using similar normalised coordinates in the horizontal one

has
Ad® = hIAE + h3AE + h3As* = hi + h3 + I} (4.41)

so that hy, hs, hs become the grid spacings in the three (transformed) coor-
dinate directions.

Implementation

The type of vertical grid is selected with the switch iopt_grid_vtype

1 : uniform o-grid

2 : non-uniform vertical o-grid

3 : non-uniform ¢ in the horizontal and vertical
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In the following, the general vertical coordinate will be represented by its
normalised value s. This implies that
0 10 10
S e 4.42
0z HOoo hz0s ( )

4.2 Basic model equations

4.2.1 3-D mode equations
4.2.1.1 Cartesian coordinates
The model equations are derived with the following (classic) assumptions.

1. The Boussinesq approximation is applied which means that the density
is constant except for the Earth’s gravity force.

2. The vertical component of the momentum equations reduces to the hy-
drostatic balance between the vertical pressure gradient and the gravity
force.

3. The horizontal component of the Earth’s rotation vector is set to zero.
The assumption becomes invalid for non-hydrostatic water masses or
near the equator.

The equations for the “3-D” mode consist of the continuity equation,
the momentum equations and the equations of temperature and salinity. In
Cartesian coordinates and using the previous assumptions these are given by

Ju Ov Ow
5ty T =0 (4.43)
ou, o ou o
at " or oy T Var
1 0p ;0 ou 0 0
 poOx Ee 82( T3z> + Bz > * (9y7—xy (4.44)
@ @ + @ + a_ + f
ot "or " Vay Moz Y
1 op ., 0 ov 0 0
 po Oy Ty 0z (VT 82) Tor T oy v (4.45)
0
L= by (4.46)
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orT or orT orT
+u—+v—+

ot ox oy w%
_ltor 9 (/\ 8T> 9, (AHG—T> +2</\H8_T> (4.47)

pocp& * 9:\"" 0z + o ox dy dy
o5 05 o5 o0
ot or  Yay Vo
0 0S 0 0S 0 0S
= &(/\Ta) + %(/\Ha—x> + 8_y</\H8_y> (4.48)

where (u,v) are the horizontal components of the current, w the vertical cur-
rent, f the Coriolis frequency given by 20 sin ¢ where Q = 7/43082 radians/s
is the Earth’s rotation frequency, p the pressure, p the density, py a uniform
reference density, g the acceleration of gravity, (F;,F;) the components of
the astronomical tidal force, vy and Ar the vertical turbulent diffusion co-
efficients, 7;; the horizontal friction tensor, 7" potential temperature, I the
solar irradiance within the water column, ¢, the specific heat capacity of sea
water at constant pressure, and S salinity.

Note that T is not the in situ temperature but potential temperature,
defined as the temperature of a fluid parcel, moved adiabatically to a certain
level (usually taken at or near the surface). The reason is that is
derived from the conservation equation of heat. This equation contains an
extra term due to compresssibility, which vanishes if T is interpreted as
potential temperature (Gill, [1982).

Since the model does not allow for the formation of sea ice at the surface,
the temperature must stay above the freezing point of seawater, i.e.

T>apS, ap=-0.0575°C/PSU (4.49)

The horizontal diffusion tensor is introduced to represent horizontal sub-
grid scale processes not resolved by the model and is parameterised as follows

Tow = —Tyy = Vg Dr, Ty = Tyw = vuDg (4.50)

ou Ov ou Ov
Dr=——— Dg=—+ —

T~ o oy s dy Ox

where Dr and Dg are called the horizontal tension and shearing strain and vy
denotes the horizontal diffusion coefficient which is either given as a constant

or taken as proportional to the local rate of strain

vy = CpAzAyy/ D2 + D? (4.52)

(4.51)
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Similarly, the scalar diffusion coefficient is either a constant or given by

Ay = CsAxAyy/ D% + D2 (4.53)

Equations and are the well-known [Smagorinsky| (1963)) param-
eterisations. The coefficients C,, and C, usually have the same value of
the order of 0.1-0.2. The sub-grid parameterisation and differs
from the one implemented in COHERENS V1 and several other ocean models.
The present formulation has been introduced in the Modular Ocean Model
(Pacanowski & Griffies, 2000 |Griffies|, [2004) on general considerations about
basic symmetry properties of the physical system.

In the present implementation it is assumed that “horizontal” diffusion
of momentum and scalars takes place along horizontal planes. Diffusion
along the vertical is parameterised by the vertical diffusion coefficients v
and Ar. It is, however, physically more meaningfull to replace these notions
of horizontal mixing, produced by two-dimensional meso-scale eddies, and
vertical mixing, representing small scale turbulence on scales of 1073 to 10 m,
by mixing along and across isopycnals. Since vy < vy and Ap < Ay, the
horizontal mixing scheme may produce an excessive diapycnal diffusion in
the presence of lateral fronts. Complex schemes for isopycnal mixing have
been developed and applied to global ocean models (e.g. Grithes et al.,|1998).
They are not implemented in the current version of COHERENS. The main
reason is that the program is primarily developed for coastal and regional
seas where a sufficiently high resolution can be taken to resolve meso-scale
eddies in the horizontal.

The pressure can be eliminated from the above equations by rewriting
o

g§=—m@—%) (4.54)

where the buoyancy b is defined by

b:—(p_m)g (4.55)

Po

Integrating (4.54) using the surface boundary condition p = P, at z = (
where P, is the surface atmospheric pressure, the horizontal pressure gradient
terms in (4.44) and (4.45)) can be written as

1 dp oC 1 0P, Oq

oor 90w  pdm  om (4.56)

where x; equals x or y and ¢ is the vertically integrated buoyancy

¢
q= —/ bdz (4.57)
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The first two terms on the right of (4.56|) represent the barotropic, the third
one the baroclinic component.

The following additional remarks are to be given:

e The vertical diffusion term and the diffusion coeflicients v and Ay are
obtained from a turbulence model. Various schemes, including simple
algebraic schemes and more complex second order closure schemes, are

implemented (see Section .

e The acceleration due to gravity can be set in the program to a constant
value or obtained from the geodetic formula as function of latitude (see
Appendix 2 of |Gill, [1982])

g = 9.78032 + 0.005172 sin? ¢ — 0.00006 sin® 2¢ (4.58)

e The absorption of solar irradiance within the water column is generally
a function of solar wavelength and the penetration depth of solar light.
The formulation chosen in the model follows the one given by [Paulson
& Simpson (1977)) whereby I is given by

I(x1,29,2) = Qraa (Re_z/’\1 +(1- R)e‘z/’\z) (4.59)

where R represents the absorption of the red end of the solar spectrum
in the upper (1-2) meters of the water column, 1 — R the absorption of
blue-green light over larger depths and (),.q the solar radiance incident
on the surface. Since turbidity effects are not explicitly taken into
account, by the physical model, values of R, A1, Ay > A\ depend on the
optical properties of the water masses and can be selected following
e.g. the optical classification scheme of |Jerlov| (1968)). Solar radiance
is further discussed in Section [£.6l

e The astronomical force is only relevant in deep ocean waters and can
be neglected on the shelf and in the coastal zone. Expressions for its
components are given as a sum of tidal harmonics (see Section [4.5]).

4.2.1.2 transformed coordinates

The forms of the model equations in orthogonal curvilinear and s-coordinates
(&1,&2,5) are derived in Appendix . The equations of continuity and momen-
tum, written in conservative and operator format, become

1 Ohg 1 0 0 1 0w
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10 v 8h1 8h2 .
T D1 (haw) + Ap1(u) + Apa(u) + A, (u) + i, <u6§2 — U@&) — 2Qusin ¢
0 1 0P,
= _h%(?_é T ool 06, + FY + F} + Dyo(t) + Dyt (T11) + Dy (712)
(4.61)
1 6’ u ahg (9h1 .
e ) A () ) + A0 + 55 (05— uGet )+ 20using

g OC 1 0P,

Fy + F} + Dy (v) + D, D,
ha 06  pohg 06, 12Tl (v) + Dt (721) + Dz (T22)

(4.62)

where w represents the transformed vertical velocity, further discussed below.
The spherical case is recovered from the above equations by letting h; =
Rcos¢ and hy = R.

Apart from a constant factor of proportionality, which can be set to 1
without loss of generality, the metric coefficients h; are related to the model
grid spacings along the horizontal coordinate directions (Axz,Ay) and the
vertical (Az) by

Ax=hy, Ay=hy, Az=h3As (4.63)
The advection and diffusion operators are defined by
1 0
A (F) = Tl a—fl(hghguF) (4.64)
1 0
A (F) = Tl 6_§g(hlh3UF) (4.65)
10
Dym(F) = ma—&(hzhsF) (4.67)
2
1 0
Dyn2(F) = ma—@(h%hzm (4.68)
1
1 8 vr 8F
Dpo(F) = =5 | 7=~ 4.
mv( ) hg 88 <h3 85) ( 69)

The parameterised form of the horizontal shear stress tensor in orthogonal
curvilinear coordinates is given by |[Pacanowski & Griffies| (2000)); |Griffies
(2004)

Ti1 = —Too = vgDr, Ti2=To =vyDg (4-70)
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hg 0 (U) hl 0 (U)
Dp = 22 (2)-2 2 (2
hl 851 h2 h2 652 hl
hl 0 (U) hg 0 (U)
Ds = —— (= )+2—(— 471
T he0& \I) b 06 \h )
The quantity w in (4.60) and (4.66) is the transformed vertical current

normal to the s-coordinate surfaces. Physical and transformed vertical cur-
rent are related by

0s u 0s v 0s
, - 4 277 4.72

An alternative form, more useful for numerical discretisation, is

10

= h—ga (h32) + Ani(2) + Ana(2) + Ay (2) (4.73)

w

The horizontal vector F! represents the components of the astronomical tidal
force, discussed in Section [£.5] The expression for the baroclinic pressure
gradient now contains two terms as a consequence of the vertical coordinate
transformation

b 1 i B 2 0z
where )
q= —/ bhs ds (4.75)

The equations for potential temperature and salinity can, in the absence of
a particle sinking term, be cast in a more general form, representing the
transport of an arbitrary concentration ¢ (7', S, sediment, contaminant,
biological state variable)

10

T (hay) + An(¥) + An2(¥) + Ay ()

= P) — SW) + Dsu(¥) + D1 (¥) + Do (1) (4.76)

where P (1)), S(1) represent all source, respectively sinks terms. Two-dimensional
diffusion of scalars is taken along constant s-surfaces. This gives

19 hohy O

Dem () = hlh—thﬁ_ﬁl</\H I 8_§1> (4.77)
L9 by

Daa(v) = hihahs O, <AH hs agg) (4.78)
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Lo (Arory

D - —
sv("p) hg 0s hg Js

(4.79)

where A% is the vertical diffusion coefficient for the scalar .
Smagorinsky’s diffusion coefficients in curvilinear coordinates are given

by
vg = thlhg\/ D% + D‘% (480)
A = Cihihyy/D2 + D2 (4.81)

Applying (4.76]) for temperature and salinity one has

hi% (hsT) 4+ Ap(T) + Ape(T) + Au(T)

3
1 01
- 2= 4 Dy(T) + Dot (T) + Do (T)  (4.82
gy DlT) 4 Dan(T) + Do) (452)

hi% (h3S) + An () + Aps(S) + A (S) = Dy (S)+ D (S) + D (S) (4.83)

3

4.2.2 2-D mode equations

The 3-D continuity and momentum equations presented in the previous sec-
tion need to be supplemented by additional 2-D equations for the depth-
integrated current and surface elevation. There are two main reasons.

1. The surface elevation appearing in the momentum equations cannot be
determined from the 3-D equations only.

2. The numerical solution of the 3-D equations are constrained by the
CFL limit which poses a severe limit on the time step used in the
numerical discretisations. This can be resolved by solving the simpler
2-D equations with a smaller 2-D time step and inserting the results
into the 3-D equations which can now be solved with a larger 3-D time
step. The method, known as the mode splitting technique, is further
discussed in Chapter 5]

3The same vertical diffusion coefficient is taken for temperature and salinity, i.e. A\l =
Mg = Ar.
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The 2-D mode equations consists of three equations for the surface elevation
and the depth-integrated currents, defined by

1

(U, V) = /(u,v)h;», ds (4.84)

0

The equations are then obtained by integrating (4.60)—(4.62) over the verti-
cal. This gives

¢ 1 0 0
ot + " {8_51 (hU) + %, (h1V)] =0 (4.85)
oU — — % ohy Ohs )
e + Ahl(U)+Ah2(U)+thh2 <8§2U_8§1V)_29V8m¢
— _ﬂﬁ _ i or, b t _
T g pmog T
+ Dypn1(711) + Dinn2(Ti2) — 0Ap1 + 0Dpy (4.86)
ov — — U Ohs oh,y )
e + Ahl(V)+Ah2(V)+Hh1h2 (8§1V_ 3§2U> + 2QU sin ¢

gH OC H 0P, — .
= —S—_= - +FY+ HF + To — 7
hy 06  pohy &, 2 2 T T

+ Dun1(Ta1) + Donn2(Taz) — 0 Ana + 6 Do (4.87)

where Eb are the depth-integrated components of the baroclinic pressure
gradient P, 7,; and 73; are the components of the surface and bottom stress
(normalised with the reference density po)

v O(u, v)

sly I's = T 488

(Ts1, Ts2) hs 0s |, (4.88)
v O(u, v)

= —— 4.89

(To1, T2) hs  Os o ( )

The advection and diffusion operators for transports are given by

— 1 0 UF

F)= — | ha—— 4.90

AnlP) = o () (1.90)

Ao (F) = ! i(mH) (4.91)
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_ 1 0

Dot = ———
TR hihE 06 (

5 1 0 (
"2 h2hy 96,

h3F) (4.92)
hiF) (4.93)

The 2-D equivalents of the shear stress tensor can be written as

T = —Tw =vgDr, T =7Ta="rDs (4.94)
1
ﬁ:/Vth ds (4.95)
0
O [ U o [V
Dp=—— Y
hi 06 \Hhy)  hy0& \ Hhy
— mo (U hy O [V
De=—— —_— 4.96
5= 106 (Hh1>+hlafl (H@) (4.96)

The last two terms on the right of (4.86)—(4.87)) only contain the baroclinic
part of the 3-D current

(0u, ov) = <u - %,v - %) (4.97)
The explicit forms are
1 / 0 0
04, = — (hghsou?) 4+ —— (hihsdudv
" h1h20/[0£1(23 )+ g, (ahadudv)
hy——d0udv — hs——0v° | d 4.
+ 3852112) 38&1}]5‘ (4.98)
1
_ 1 0 0
0Ap = —— — (hohsdud — (h1hgov®
& hlhz(]/[@&( 2habudv) + e, (haot’)
Ohy Ohy _ o
+ hy——0udv — hg3—dou*|ds 4.99
"6, 2 ] (499

1 1

S 1 1 0 1 0

oD = —— | K2 60Drhsd —— hz/ 0Dghs d
1 hthIhQa&(z/VH T35)+hla£2<10VH S33>]
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(4.100)
_ 1110 i 19 /
oD | = | K2 0Dchad S h2/ 0D7had
" hhy | e 0 20/”H S TR )
(4.101)

where d Dy and 0 Dg are given by with (u,v) replaced by (du,dv).

The 3-D and 2-D continuity equations involve either the 3-D and 2-D
current. An alternative form, involving the baroclinic and depth-integrated
currents, can be derived by multiplying by hsz and substracting (4.85|
multiplied by the transformed grid spacing hs/H. This gives

1 0 0 U 0 h3 V o h3 Ow
ity 98, Goon) + g (oo + g (0 )+ o (3) + 3 =0

(4.102)
The second and third term only arise if the transformed grid spacing varies
in the horizontal, i.e. in case of the most general vertical coordinate trans-

formation.

Implementation

The solution method of the previous set of equations is controlled by the
following model switches

iopt_-mode 2D Switch to enable (1) or disable (0) the solution of the 2-D
mode equations. It is advised not to switch off the 2-D mode unless for
1-D water column applications (see Section below) or for carefully
designed applications.

iopt_-mode_3D Switch to enable (1) or disable (0) the solution of the 3-D
hydrodynamic equations f. It is recommended not to disable
the 3-D mode unless for purely 2-D (depth-averaged) applications (in
which case the switch is automatically disabled by the program).

iopt_temp Type of update for the temperature field.

0 : Temperature is uniform in space and time.
1 : Temperature is uniform in time, but non-uniform in space.

2 : Temperature is non-uniform in space and time and obtained by
solving equation (4.82)).

iopt_sal Type of update for the salinity field.

0 : Salinity is uniform in space and time.
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1 : Salinity is uniform in time, but non-uniform in space.

2 : Salinity is non-uniform in space and time and obtained by solving

equation (4.83)).

4.2.3 Equation of state
Equations (4.61)), (4.62)), (4.102)), (4.85)(#.87) and (4.82)~(#.83) form a com-

plete set of equations for u, v, w, ¢, U, V, T and S with the constraints ,
provided that the density p, which enter the equations through the baroclinic
gradient and the turbulent diffusion coefficients vy, Ar (see Section be-
low), is known. Contrary to temperature and salinity, the density is not
obtained by an additional transport equation but by means of an equation
of state (EOS).

The International EOS (Millero et al., 1980)), adopted in the previous ver-
sion of COHERENS relates the density to the three state variables T', S and
p where T' is the in situ temperature. A more appropriate formulation still
based on the International EOS, but with in situ temperature replaced by
potential temperature was considered by |Jacket & McDougall| (1995). More
recently, McDougall et al.| (2003)) proposed an EOS using potential tempera-
ture, which according to the authors is more accurate than the International
EOS and computationally more efficient. The latter formulation has there-
fore been implemented in COHERENS V2.0.

With a precision of 0.003 kg/m? the density is given by

p(S,T,p) = Pi(S,T,p)/Pa(S,T, p) (4.103)
P1 =aqay -+ alT + CLQT2 + a3T3 + &45 + CL5ST + CLGSQ
+ arp + agpT? + agpS + ap® + a1 p*T?
Py=1 4 T +bT? + bsT? 4 b,T* + b5S + bgST + b;ST?
+ b853/2 + 6983/2T2 + bl()p -+ b11p2T3 + b12p3T (4104)

where a; and b; are empirical parameters listed in Table [£.1] Neglecting
density variations in the water column and atmospheric pressure, p can be
approximated by

p~=—pg(z—() (4.105)

The expansion coefficients for temperature and salinity are obtained from

(4.103)-(4.104)
10p 10P, 10P
o _ -0 10h 4.106
br pdT P, oT P, OT (4.106)
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Table 4.1: Values of the empirical parameters in the McDougall et al.| (2003])
equation of state.

ao 999.843699 b 7.28606739x 103
a 7.3521284 by -4.60835542x107°
as -5.45928211x 1072 bs 3.68390573x 107
as 3.98476704x10~* by 1.80809186x10~1°
a4 2.96938239 bs 2.14691708x 103
as -7.23268813x 1073 be -9.27062484 %1076
ag 2.12382341x 1073 b, -1.78343643x 10710
ar 1.04004591x 1072 bs 4.76534122x 1076
as 1.03970529x10~7 by 1.63410736x107°
ag 5.1876188x 10~° bio 5.30848875x 1076
ao -3.24041825x 108 b1 -3.03175128x 1016
an -1.2386936x 10711 bio -1.27934137x 10717

_10p  10h 1 0P,

R i o T

For compatibility with the previous COHERENS version and simple case stud-
ies, the model allows to use a simpler linear equations of state, obtained by

expanding (4.103)—(4.107]) around a reference state
P = Po (1 + BS(S - ST) - BT(T - Tr)) (4108)

where T, and S, are constant reference values, and (po,07,8s) are obtained

from (4.103)—(4.104) with T'=1T,., S = S,, p = 0.

(4.107)

Implementation

The following switches, used for the evaluation of density and density gradi-
ents, are available:

iopt_dens Selects type of equation of state.

0 : The density is set to a uniform value, obtained from (4.103])-(4.104))

using constant reference values for 7', S and p = 0. The expansion
coefficients are to zero.

1 : Density is calculated from the linear EOS (4.108]). Constant values
are taken for the expansion coefficients.

: p, Pr and [g are calculated from (4.103))—(4.104) with p = 0.
3 : p, Br and (g are calculated from (4.103)—(4.104)) with a non-zero

pressure.
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iopt_dens_grad Selects the numerical algorithm for discretisation of the baro-
clinic pressure gradient (see Section for details).
0 : The gradient is set to zero in all momentum equations.
1 : Traditional o-coordinate (second order) method.
2 : Using the z-level method.
3 : The method of |Shchepetkin & McWilliams| (2003))

4.3 Model equations on reduced grids

4.3.1 Water column (1-D) mode

In case of a water column application the horizontal grid reduces to one
singular point so that the grid becomes one-dimensional. The following sim-
plifications are made:

1. Advective and horizontal diffusion terms are set to zero.

2. All components of the horizontal pressure gradient are neglected except
for the barotropic surface slope term.

3. The continuity equation is not solved. This means in particular that
the vertical current is no longer calculated.

In the absence of an horizontal grid, the model equations can be written using
Cartesian coordinates in the horizontal and o-coordinates in the vertical. The

momentum equations (4.61)), (4.62)) then reduce to

1 0 _ 8C " 10 uTau
10 B oC . 1 0 (vpov
o g (hav) 2= =g 4 i (h3 as> (4.110)

where

e the Coriolis frequency is defined by specifying the latitude of the loca-
tion, i.e. f = 2Qsin(¢Pper)

e the surface slope and the surface elevation (, needed to calculate the
total water depth H and the vertical grid spacing hs are specified as
external “surface” forcing conditions

The one-dimensional version of the scalar transport equation (4.76|) is given

by
10 19 (Ao
h—gg(h:ﬂ/}) =P) —S(¥) +h_3%(h_§$> (4.111)
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4.3.2 Depth-averaged (2-D) mode

In depth-averaged mode it is assumed that the 3-D current and all 3-D scalar
quantities are depth-independent.
From (4.102)) it follows that w = 0. The hydrodynamic equations are

then given by (4.85)—(4.87) without the baroclinic terms, i.e.
0Ap = 0An = 0Dy = 6D =0 (4.112)
The depth-integrated form of the transport equation for a depth-independent
scalar 1 is obtained by integrating (4.76) over the vertical
0

§<Hﬂ> + A (HY) + A (HY) = H(P@) - 3@)) LR FY

1 [a (A—h2@>+ 4 (A—f“@)] (4.113)

hihy LOE, \" " hy0g,) " 9e, \" hy 0E,

where F¥ and Fbw are the fluxes at respectively the surface and the bottom.
The vertically integrated horizontal diffusion coefficients take the form

T = Cohaho H\| Do+ Dy A = CohihoHA/ Do+ Dy (4.114)

where Dy, Dg are defined by (4.96]).

4.4 Turbulence schemes

4.4.1 Introduction

The objective of a turbulence scheme is to parameterise the effects of tur-
bulent motions. It is assumed that turbulence is fully developed and in a
quasi-equilibrium state. The main characteristics can be described as follows
(see e.g. Ferziger, 2005; [Kantha & Clayson, 2000a):

e Three-dimensional. In contrast to the mean flow, which may be two-
dimensional, turbulent motions are fully three-dimensional. This defi-
nition excludes the two-dimensional turbulence of geophysical flows on
the meso-scale, mentioned in Section which is parameterised by a
horizontal mixing scheme.

e Randomness. Turbulence has a “short-time” memory. This means that
turbulent states arising from slight changes in initial, boundary or for-
cing conditions become uncorrelated in time within short time intervals.
As a consequence, the only meaningfull way to analyse turbulence is
through its statistical properties.
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e Broad spectrum. Turbulent motions span a large spectrum of scales in
space and time.

e Vorticity. In contrast to waves, turbulent motions are characterised
by random vorticity fluctuations. This explains why turbulence can
be visualised in laboratory experiments as a spectrum of eddies on
different spatial scales. On the largest scales, the eddies extract energy
from the mean flow, whereas on the shortest (so-called Kolmogorov)
scales this energy is converted into heat by molecular disssipation.

The spatial scales of turbulence, which need to be taken into account in
models for the ocean, shelf seas or coastal areas, range from 1073-10% m and
are, except eventually for the largest ones, not resolved by the model. Tur-
bulence schemes need to be developed, based upon the statistical properties
of the turbulence spectrum. Starting point are the Navier-Stokes equations
and the equations of continuity and temperatur(ﬂ written for convenience in
Cartesian coordinates and tensorial notation

U, oU; 1 OP 0*U;
Bl o F U, = —— , —_— 4.11
5 —+ U] ailjj + Ewkijk ) oz, + d;3b + l/zj: ax? ( 5)
oU;
= 4.11
oT oT o*T
E—FUia—xi =S(T) +kr : o7 (4.117)

where summation is performed within each term over repeating indices, U;
are the velocity components, €;;; is 1(-1) if (z,5,k) are in cyclic (anticyclic)
order and 0 if any two indices are equal, d;; is the Kronecker symbol (1 if i=j7,
0 otherwise), v and kr are the kinematic viscosity and molecular diffusivity
of heat, P the dynamic pressureﬂ and f; = 2Q(cos ¢, 0,sin ¢) is twice the
Earths’s rotation vector.

All quantities are then decomposed into a mean (designated by an over-
bar) and a fluctuating turbulent part or

U=U+u, T=T+4+60, P=P+pm, b=b+p (4.118)

where the fluctuating parts have zero means. The averages can be considered
as ensemble averages over a large number of turbulent states or as a statistical

“In the absence of double-diffusive mixing, which is not implemented in the current
model code, the procedure is similar if temperature is replaced by salinity.

5The dynamic pressure is defined as the pressure minus its homogeneous hydrostatic
part, i.e. P =p+ pog(z —¢) — P,.
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mean over the full turbulence spectrum. Since the fluctuations of density can
be taken as small with respect to their mean value, 5 and 6 can be related
by the linearised equation of state

8= gbro (4.119)

The mean flow equations are obtained by substituting (4.118]) into (4.115
4.117) and taking the average. This gives

oUu; —0U; — 1 OP — 0?U; 0
] Pl LT, = A ——  — wu (4.12
8t + U] ax] + E’Uk‘f]Uk‘ pO 8.TZ + 5@3 + v zj: 8.T§ ax] ulu] ( O)
aU;
o =0 (4.121)
or 0T — 0*T 0
il —— =P(T)+ k — — —u,b 4.122

since P(T) = P(T) in view of (4.82). Equations (4.120) (4.122) are the
same as (4.115)—(4.117)) except for the last terms in the momentum and

temperature equations which represent the exchange of momentum and heat
between the mean and turbulent flows. The two terms appear as a divergence
of fluxes of momentum %;u; and temperature u;0.

It remains to find suitable parameterisations for these turbulent fluxes.
The oldest approach — dating back from the time of Boussinesq in 1877 —
and also the most commonly used, is to model the momentum fluxes like the
viscous stresses in laminar flows

ou;, oU; 2
7 7
where 1
k= §(F+u_2+ﬁ) (4.124)

is the kinetic energy of turbulent motions and v is called the eddy viscosity
(diffusion) coefficient. In analogy with (4.123) the temperature fluxes are
usually parameterised using the down-gradient diffusion hypothesis

oT
a.ﬁlﬁi

Despite the similarity with laminar flows, there are fundamental differences
between turbulent and laminar diffusion



4.4. TURBULENCE SCHEMES 103

e For fully developed turbulence, vy and A\ are larger than their laminar
counterparts by several orders of magnitude.

e The turbulent diffusion coefficients are of the same order of magnitude
whereas the molecular coefficients for momentum, 7" and S are of the
order of (v, kr, kg) ~ (10761077, 107%) m?/s.

e Turbulence is initiated by instabilities of the mean flow. This means in
practice that v and Ay are not constant but depend on the mean flow
properties generating and controling those instabilities, i.e. the current
shear OU;/0x; and the density gradient 0p/0z;.

The vertical diffusion terms in the model equations , and
@f are then derived by evaluating the flux divergences using f
@ and making the shallow water approximation. This condition is com-
patible with the assumption of hydrostatic balance and states that the hori-

zontal (mean flow) scales are larger than the vertical one, or 9/0x,0/0y <
0/0%z. This gives

o 9 9___ 9__ 9 U
T T T g g &VTé_i
—(%m — (%F — %_w ~ —%v_ ~ %VT%_‘: (4.126)
_0%@ _ a%ve _ %m ~ _%@ ~ %AT%Z
since
— W ~ VT?)—Z, —TW ~ uTaa—‘Z/ (4.127)

by application of the shallow water approximation to (4.123). A similar
expression applies for the diffusion of salinity. It is clear that (u,v,T,S) in
({4.43)—(4.45)), (4.47)—(4.48) are now interpreted as statistical averages.

The turbulence, as stated in the beginning of this subsection, is now
reduced to the implementation of suitable expressions for the turbulent dif-
fusion coefficients. A large number of schemes, applied for hydraulic en-
gineering and in the geophysical context, are available from the scientific
literature. For detailed overviews, the reader is referred to the text books
of [Kantha & Clayson| (2000a); [Pope (2001)) and the reviews by Rodi (1984);
Burchard| (2002)).

The turbulence models, implemented in COHERENS, fall in three cate-
gories of increasing complexity
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1. The simplest formulation is to set the diffusion coefficients to constant
values

vr = V., )\T = )\c (4128)

where v, and \. are set be the user. Despite its simplicity, it is rec-
ommended not to use this form. Turbulence usuallly occurs in the
surface and bottom boundary layers, which requires spatially varying
coefficients.

2. Models using simplified empirical or semi-empirical (algebraic) rela-
tions, not derived from a turbulence closure theory.

3. Models obtained from the Reynolds averaged Navier-Stokes (RANS)
equations. These models are physically more robust, but have a larger

computational overhead. The basic assumptions (4.123]) and (4.125|)

are then not assumed a priori but derived a posteriori from theory.

Implementation

The general type of turbulence scheme is selected with the switch iopt_vdif_coef:

0 : Vertical diffusion is set to zero.

1 : Constant diffusion coefficients.

2 : Algebraic schemes (Section [4.4.2).
3 : RANS models (Section [£.4.3).

4.4.2 Algebraic schemes
4.4.2.1 Richardson number dependent formulations

The Richardson number is defined by

Ri — % (4.129)

where
N = hig% ~ %(&%—f - Bsg—f) (4.130)
IV %[(%)2 N (%)2] (4.131)

are the squared buoyancy and shear frequencies. The first one measures the
degree of stratification which is stable if N? > 0 (Ri > 0) and unstable if
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N2 < 0 (Ri <0). The formulations below are based on theoretical and ob-
servational evidence that turbulence decreases in the first case and increases
in the second one.

Pacanowski & Philander| (1981)) proposed the following formulation

vr = vopfyr(Ri) + vy (4.132)
)\T = VTfp(R’i) + )\bp (4133)
f(Ri) = min[(l +a,Ri), y,;/;;] (4.134)

An upper limit has been imposed on f, to prevent that turbulence becomes
too large in the case of unstable stratification (Ri < 0).
The following default values are used’|

Vo, =10"2, n, =2, ap, =5, y =107" ) XNy = 107° | Vpaw = 3 (4.135)

The upper bounds for v and Ar are then given by 0.03, respectively 0.052.

The scheme has been primarily developed for application in global ocean
models (e.g. |Semtner & Chervin, 1988). It has the advantage of being less
sensitive to vertical resolution than the more advanced turbulence closures
discussed in Section[4.4.3] In the absence of stratification the coefficients take
uniform values which makes the scheme less reliable for the study of neutral
tidal and wind-driven flows. Test simulations in the Rhine plume (Ruddick
et al.,[1995)) showed that the results are sensitive to a calibration of the model
constants. Peters et al.|(1988) derived a similar formulation using different
values of the parameters calibrated from microstructure measurements in the
Pacific Ocean.

The second scheme use the historical empirical relations proposed by
Munk & Anderson| (1948)):

vr = Vomfm(Ri) + vy (4.136)

with
fm(Ri) = min[(1+ amRi)™, Vias) (4.138)
gm(Ri) = min[(1+ B, Ri)™", Anaa] (4.139)

and v, and )\, are uniform background mixing coefficients selected by the
user. The following default parameter values taken

Vom = 0.06, am =10, B =333, n1 =05, no =15, Vpas =3, Amaw = 4
(4.140)

6Note that Vop, Vip, Abp and Vo, in (]4.135[) and (]4.140[) are expressed in the same unit
as vr and A, i.e. m?/s, whereas Vpaz, Amaz are dimensionless.
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4.4.2.2 flow-dependent formulations

In shelf and coastal seas tides are a prominent source of turbulence. Obser-
vations in the Irish Sea (Bowden et al.,|1959) indicate that the eddy viscosity
is proportional to the magnitude of the tidal current. A suitable parameter-
isation for tidal flow can then be written as

vr = (a(&1,&,0)P(0) + vi) fm(RE) + 1y (4.141)

Ar = (&, &, 0)P(0) + Vi) gm (RE) + N (4.142)

The flow field is represented by the depth-independent factor «. Explicit
forms are described below. In the absence of stratification the vertical vari-
ation of turbulence is presented by a prescribed profile for ® (o) which takes
account of the reduction of turbulence in the near bottom and surface layers.
Following Davies (1990)) the following piecewise linear profile is adopted

®(o) = ((1 —r)o /o) + rl)/D for 0<o<4
®(0)=1/D for Hh<o<1l-90,
®(0) (7"2 (e~ 1)(1— a)/(52>/D for  1-0y<o<1 (4.143)

where ] )

is a normalisation factor such that the depth-integral of ®(o) equals 1. The
parameters 01, do are the fractional depths of the bottom and surface layers,
and 71, o the ratios of the bottom and surface values of ® with respect to
the interior value. Default values for the parameters are

(51:(52:0,7"1:7"2:1 (4145)

giving a uniform vertical profile. More details about a proper selection of
these parameters can be found in e.g. Davies| (1993)).

In analogy with the formulation used by Naimie et al.| (1994)) for simu-
lating the circulation around Georges Bank the damping functions f,,(Ri)
and g,,(Ri) take the form given by the Munk-Anderson expressions (4.138)-
([#.139). Following |Glorioso & Davies| (1995)) wind-induced turbulence is re-
lated to the surface friction velocity using the simple form

Vi = Al (4.146)

where A\, is a constant tunable parameter and the surface friction velocity
Uy 18 given by
Us = T2 = (T2 + 75)Y? (4.147)



4.4. TURBULENCE SCHEMES 107

The last terms on the right of (4.141)—(4.142)) are the uniform background
eddy viscosity v, and diffusivity A.
The following three formulations for the flow factor o can be selected

a = K(U*+ V22 (4.148)
a = Ky(U?+V?)/(Hw) (4.149)
a = K (U*4+VHY2A,/H (4.150)

where A, measures the thickness of the bottom boundary layer as a function
of the bottom friction velocity w.y:

Ay = min(Cyu/wy, H) (4.151)
Usp = 7'171/2 (13 4+ 5)? (4.152)

and wy is a characteristic frequency. In shallow areas A, = H so that m
reduces to (4.148]). The following default values are taken

Ki=25x10"%, K, =2x10"°, C, =20, w =10"%"! (4.153)

The eddy viscosity parameterisation (4.141)) without stratification has
been used for the prediction of tidal currents and surface elevations in the
Northwest European Continental Shelf (e.g.|Davies, 1990; Davies et al.,|{1997)),
the Irish and Celtic Seas (e.g. Davies & Jones, [1992; Davies| [1993)) and the
shelf edge off the West coast of Scotland (Proctor & Davies|, [1996)).

A parabolic eddy viscosity /diffusivity has been implemented for simplified
test case studies

vp = Kfm(Ri)ugwHo(l — o)
Ar = Kgm(Ri)uwHo(l — o) (4.154)

where f,,, g, are the damping functions defined by (4.138])—(4.139).

Implementation

An algebraic scheme is taken if iopt_vdif_coef=2. The type of scheme is further
selected by the switch iopt_turb_alg:

: Pacanowski-Philander

: Munk-Anderson

: Flow dependent scheme with « given by
: Flow dependent scheme with « given by (|4.149 m
: Flow dependent scheme with « given by ({4.150) m
Parabolic profile (4.154))

S O W N
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4.4.3 RANS models

Contrary to the previous schemes, RANS models do not take the eddy
viscosity-diffusivity concept as a prior assumption. The turbulent fluxes are
derived from a series of transport equations (Section . These equa-
tions contain unknown second and third-order correlations which need to be
parameterised (Section . Analytical solutions for geophysical flows
and expresssions for the eddy viscosity and diffusivity coefficients are de-
rived in Section 4.4.3.3 The solutions contain the turbulent energy k and its
dissipation € as unknown variables. Alternative formulations using a mixing
length are given in Section [4.4.3.5] Different schemes are presented in Sec-
tion [£.4.3.4] Alternative formulations using a mixing length are defined in

Section [4.4.3.5] Background mixing schemes are discussed in Section [4.4.3.6]

4.4.3.1 general form of the RANS equations

Equations for the turbulent fluctuations u; and [ are obtained by substract-
ing the mean equations (4.120)—(4.122) from the non-averaged equations

(4.115)—(4.117) and making use of (4.119). One obtains

ou; 0 on 0%u;
; E — (Uiuj+u,Uj+uu;) + €5 fiue = —1—5513—1- uuj—i-yz Ui
j

O
(4 155)
O _ (4.156)
Oxi N ’
65 825 GUZB
o o O U8+ gBrTus +uih) = by Z + B, (4.157)

where the overbar has been omitted for convenience above mean quantities
and the temperature equation is converted to an equation for the perturbed
buoyancy £ by multiplication with the factor gfr.

Adding the i-component of multiplied by u; and the j-component
multiplied by u; and taking the average, the following system of equations
is obtained for the Reynolds stresses u;u;, making use of the zero divergence

condition (4.156)

d.._i_af_,_f(.—._}_.—.)_
dtuzuj axkuzujuk E\ kiU Uy EikiUU;) =
Ox; Ox; ‘ ‘ kaxk J kaxk

- - ou;  Ou; 0? Ou; Ou;

8izui B + 03u; . j W, — w——

+0iguf 4 Ojuiff + (&’L’j + (%Ui) +V@xiu 43 0xy Oxy,
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(4.158)

where use is made of the zero divergence condition (4.156)) and the total

derivative is defined by

d 0 0
a o Y (4.159)

The transport equation for the buoyancy fluxes u;3 is derived by multiplying
(4.155) by 3, (4.157) by u; adding and making the average

d— 0
ulﬂ + Ui ujﬁ + ewkf]ukﬁ =

0 —— o  —0U; =5 B
_ U — — 0B 4 5.4 52
oz, B — I, ujﬁaa:j + 0;30% + Waxi
o _Ou; o 0B Ou; 9P
; — — 4.1
* V@xjﬂaxj b Ox; i Ox; v+ kT)@xj Ox; (4.160)

The (%-equation is obtained by multiplying (4.157)) with 23 and averaging

a2
_@ 252 — _9ud 31) Z 8262 — %k Z (%) (4.161)

Equations (4.158 m form a complete set of equations for all second-
order correlatlons An important equation is the one for turbulent kinetic
energy k, defined by (4.124]) and obtained from (4.158) by taking half its
trace

%+iu~<1u-u~+ﬂ')—yﬁ = U;Us aU + 0 Uﬁ 8Ui 2
At ox; 2 o2 Toa; OB TV g,
_ P4G-- (4.162)

where summation is taken over all indices. The terms on the right have the
following meaning:

e P is a source term and equals the energy withdrawn by the “energy
containing eddies” at the largest spatial scales of the turbulence spec-
trum

e (G is a buoyancy term which can shown to be (see below) a sink term
for stable stratification (Ri > 0) and a source term for an unstable
stratification (Ri < 0).

e ¢ represents the dissipation of turbulent energy which occurs at the
smallest scales of turbulence.
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One main properties of fully developed turbulence is that it adjusts rapidly
to a state of equilibrium. This means that the terms on the right hand side
are the dominant ones and P+ G ~ ¢. A further advantage is that P and GG
don’t contain unknown correlations.

4.4.3.2 parameterisation of the RANS equations

The following parameterisations are adopted for the unknown correlations in

@.158). and ({.161).

e All Coriolis terms are set to zero. The main reason is that rotation
introduces a large level of complexity. The simplification can be con-
sidered as reasonable when the Coriolis period is much larger than the
decay time of turbulence or fe/k < 1. For an account of Coriolis
effects see (Galperin et al. (1989)); Kantha et al. (1989).

e Pressure-strain correlation

811,1' 8u e 2
" (8%‘ " 6xz> B _CIE(UZUJ 5”k> ca1 (P — §5z‘jp)
b (8xj + axj) — c3(Dij — §5ijp)
2
—e3(Gij — 505G) (4.163)

The first term represents the Rottal (1951) hypothesis of return to
isotropy. The tensors in the remaining terms are defined by

oU; U,

P, = —wup— 9, ujuka_xk (4.164)
oUy, oUy,
Gi; = isug_‘ﬁ + 5;‘3@ (4.166)
1 oU;
P = —P,=-1 4.167
5 o (4.167)
1
G = 2 Sisui3 = wp (4.168)

e Pressure-buoyancy gradient correlation

Bk aU A

T = —c
ox; 16 k T ox;

- 035(51'3@ (4169)
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Table 4.2: Values of the turbulence constants in the RANS equations accor-
ding to the different models implemented in COHERENS.

(&1 C21 C22 C23 C3 C18 C218 C228 C3 Rﬂ
MY&82 [ 3.01 O -0.16 0 0 3.74 0 0 0 0.61
KC94 | 3.01 0 -0.16 0 0 3.74 0.7 0 0.2 0.61

BB9 | 1.8 0.6 0 0 0.6 3.0 033 0 0.333 0.8
HR82 | 2.2 055 0 0 0.55 3.0 0.5 0 0.5 0.8
CAO01 | 249 0.777 0.256 0.207 0.402 595 0.8 0.2 0.333 0.72
CA02 | 2.1 0.803 0.257 0.183 0.576 5.6 0.8 0.2 0.333 0.477

e Dissipation terms

Ou; Quy 2
2”8%8_:% = 30¢ (4.170)
B\ e
2kT(3xi) - XT kR, (4.171)
g ,0u; o 08 Ju; 08
”a_:cjﬁ 92, T oniow; (v + kr) oz, 5z, " (4.172)

Since the laminar diffusion scales are much smaller than the scales of
the largest eddies, the laminar terms can be neglected
82 azﬁ

y—2uiuj = O, kT

ox? 0z?

—0 (4.173)

Equation states that turbulence energy is dissipated isotropi-
cally. Equation assumes that the dissipation time scale of tur-
bulence kinetic enery k/e is proportional to the one for the buoyancy
variance 32 /y. The ratio is given by the parameter Rg.

e Pressure transport is neglected

Dm0 9
8;1:Z- I 83:2

B =0 (4.174)

The expressions for the pressure-strain and pressure-buoyancy gradient
are compiled from different sources and presented in their most general form.
The parameterisations contain 10 parameters ci, ca1, 22, C23, €3, Ci8, €213,
228, 33, . The values used in COHERENS are taken from different sources:
Mellor & Yamada (1982)); Kantha & Clayson| (1994); Burchard & Baumert
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(1995); Hossain & Rodi (1982)) and two schemes taken from (Canuto et al.
(2001). The six models are further denoted by MY82, KC94, BB95, HR82,
CAO01 and CBO1. Values of the parameters are listed in Table 1.2l For
readers, familiar with the A;, B;, C; parameters used in MY82 and KC94,
the following conversion rules apply

B
c1:6A1 ;€1 =0, cp=-2C1,c3=0,c3=0
1
B B
C1p = 6_/112’ g =C2, 228 =0, 35 =C3, Rg = gj (4.175)

Different schemes are available for the modelisation of the third-order
correlations, total derivative (i.e. time derivative and advective terms) in

(4.158))—(4.162). They are based on the classification scheme introduced by
Mellor & Yamadal (1974, [1982) and (Galperin et al.| (1988)).

1. Non-equilibrium or “level 3”7 method. The left hand sides of (4.160))
and (4.161]) are set to zero while

d 0 2
in (4.158]) and
10 0 (k ok
——USU; = —Cop— | —U;Up=— 4.1
20z, K Cok Oz, <€u]uk Gmk) (4.177)

in (4.162). The expression in the last equation was proposed by [Daly &
Harlow| (1970) and differs somewhat from the one given in the Mellor-
Yamada papers. This will be further discussed below.

2. Quasi-equilibrium or “level 2.5” method after Galperin et al.| (1988).
This is the same as previous except that P4G is set to ¢ in all equations
except in the one for turbulent energy. This mean that the left hand

side of (4.158)) becomes zero as well.

3. Equilibrium or “level 2” method. A full equilibrium, i.e. P+ G = ¢ in
all equations including the k-equation.

A major simplification is additionally achieved by making the boundary layer
approximation. This means that horizontal derivatives of mean quantities
and the mean vertical current are all set to zero.
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4.4.3.3 stability functions

Substituting the parameterisations and approximations, presented in the pre-
vious subsection into the equations for the second-order correlations, the
problem reduces to solving a system of linear equations. Solutions are pre-
sented below for each of the three equilibrium levels.
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Non-equilibrium method

The following system of linear equations is obtained where a vertical deriva-
tive is denoted by a subscript z and b, = N? by its definition (4.130))

_ 27 k wp
u? = 3 _k T e ((2 — 2c1 + c3)uwl; — (1 — co1 — co3)owVs + (1 — C3)w6)]
7 o= 2 ((1 — o1 — ea)uwl, — (2 = 2¢1 + co3)vw0V; — (1 = 03)“’_6)]

3L €Cy

o= ks £<(1 — C1 + 2cq3) (WU +v0Vz) + 2(1 — 03)w_6)]

3L ecy
k
W = ——(1—cy)(@wV. + vwU.,)
ECq
: B o _
W= = [<1 — )WV, + kU, — co3(u?U, +w0Vz) — (1 - 03)%8}
1
. B B _
o = Ceer [(1 — co)W2V, + ook V., — co3(v2V, +wU;) — (1 — 03)1)5}
1
_ k1 —
wB = [N 4 (1~ cng)wBU]
gcip L
_ k1 -
08 = [N 4 (1~ emp)uBV]
gcip L
- ko— — = 2
wh = ey W2N? 4 ca9p(uBU, +vVz) — (1 — c35) 52
18 L
_ k
32 = —2-RyN*uwp

(4.178)

The solutions for the vertical fluxes of momentum and buoyancy can be
written as

k_za_U _W—Sk_Za_V
e 0z’ e Oz

Comparing with (4.127) and (4.125) the eddy viscosity and diffusivity are
given by

_ k2
. —wf = Sb?NQ (4.179)

—uw = 9,

k2 k?
vp = Su— s >\T = Sb— (4180)
€ €
Note that these expressions are obtained from the RANS theory and not
postulated a priori.
The coefficients S, and S, are the so-called stability functions and can be
expressed as function of the stability parameters

ay =—=M?, ay=-—N? (4.181)
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The two parameters are the squares of the ratio of respectively the shear and
buoyancy frequency with respect to the turbulence frequency and represent
the influence of shear and density gradients on the turbulent fluxes. The
solutions for .S, and S, can be written as

Su = (Oal + C1a205M + Ca3aN)/D
Sy = (Caa + Cosans + Cosrn) /D
D =1 + Ca7aM + OagOéN + Oagafi/[ + OamOéMOéN + Calla?\, (4.182)

Explicit expressions for the coefficients C,; as function of the RANS parame-
ters are given in Appendix [B]
When applying the boundary layer approximation, the diffusion term

(4.177)) in the k-equation can be written as

0 (k ok 0 k—@k‘ 0 ok
“* o, (Fmgy,) = cag: (2752) = 52 () (4.183)
where the diffusion coefficient is given by
k? w? K

The stability coefficient for turbulent energy diffusion is given by

w2 2 1
Sk = Csk? = gcsk |:1 — 6_1 <(1 — C21 + 2623)OzMSu + 2(1 — C3)05N5b>i| (4185)

Quasi-equilibrium method

The equations for the second order correlations are the same as in (4.178])
except for the components of turbulent energy

_ 2 1—co — 2k 1 B
ur = gk(l B %) ecy [<1 — caJuwU; + 3(021 + o C3)w6}

— 2 1-— — 2k 1 —
V2 = §k<1 — %) o [(1 — 021)va + 3(021 + Co3 — c;;)wﬁ}
S 2 1-— 2 2k —
7 —k(l B Co1 + 023> + ((3 — Co1 + 293 — 203)w5>

3 C1 3501

(4.186)

The solutions for the vertical fluxes can be written in the form (4.179)—
(4.181]), obtained with the non-equilibrium method. Difference is that the
stability functions now only depend on ap. Two cases can be distinguished
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1. Case cgo3 = 0.

g _ Ch1 + Crpary
“ (1—|—Cb3CYN)(1 +Cb4OéN)
Chs
Sp = ——— 4.187
b 1 + Cb3OéN ( )

2. Case co93 # 0.
Cer + Ceaan Sy

Sy = 4.188
1 + chozN ( )
Sy is obtained as solution of the quadratic equation
(Cc4 + CC5OéN)OéNS§ + (006 + CC7OéN)Sb +Cg=0 (4189)
giving

(Cu + Coray) + sDV/?
2(Ces + Csan)an
D = (OCG -+ OC7C¥N)2 — 4008(004 + CC5OZN)O£N (4190)

Sy = —

where s is the sign of Cg + Cray.

The expression for the turbulent energy stability coefficient now becomes

w2 2cy

Sp = Cop— =
F Ckk} 361

<Cl -1 +Co1 — 2023 - (3 —Co1 + 2023 - 203)04]\/5[)) (4191)

Equilibrium method

In this case equilibrium between production and dissipation of turbulent
energy is assumed in all second moment equation and in the equation of
turbulent energy. This means that

P+ G =¢ or in dimensionless form S,an — Spay =1 (4.192)
since
P+G wwlU, + 0wV, wp k> k?
€ € € € €
(4.193)

Using (4.192)) and the expressions for S, and 5,, the following relation be-

tween the stability parameters can be derived

14+ Chay + Cpan + Cdgoé?\/[ + Cuayran + Cd5a?\, =0 (4.194)
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which can be rewritten as a quadratic equation for the squared inverse time
scale k? = &2 /k*

/‘€4 + (CdlMZ + CdzNz)HQ + Cd3M4 + Cd4M2N2 + Cd5N4 =0 (4195)

If the limit k = 0 is taken, then ay; = any = oo so that S, = 5, = 0. From
(4.194) one therefore deduces that turbulence ceases when the Richardson

number exceeds a critical value Ri. obtained by setting x? = 0. This gives

. Cas .
Ri, = ——— if =0
1 Od5 1 C2283
C2, —4Cy3Cs5 — C
Ri, = Vi BB 2R ey #0 (4.196)
205

From Table [4.3]it is seen that Ri. strongly depends on the type of model.
Since apy = ay/Ri equation (4.194)) can be rewritten as

(1 + Cdga/N -+ Cd5Oé?V)RZ'2 + OZN(Cdl + Cd4OéN)Ri + Cdga/?v =0 (4197)

Solving @ for Ri as a function of an and substituting into the expres-
sions @7, the stability functions can be expressed as function of
Ri only. The dependence of S, and S, on Ri is shown in Figure[4.7]for the six
RANS models. Also shown is the case of stable stratification with limiting
conditions which is further discussed in Section [4.4.3.6]

Alternative methods

Besides the expressions given above, the COHERENS program allows to use
simpler formulations for the stability coefficients. In the first one the quasi-

equilibrium expressions (4.187)—(4.190|) are reset to their constant neutral
values obtained in the absence of stratification (ax = 0)

Su = Su(): Sb = SbO (4198)

Values of S, and Sy are given in Table . In the second form, S, and
Sy are set to their neutral values, multiplied by the Munk-Anderson damp-

ing /amplification factors, defined by (4.138]) and (4.139)) or
Su - SuOfm(RZ) ) Sb = Sbogm<Ri> (4199)

The latter scheme resembles the one adopted in the earlier standard version
of the £ — ¢ model (Rodi, |1984).

"Node that S, is the same as the parameter ¢y used in the standard k — ¢ theory
(Rodi, |1984).
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Figure 4.7: Stability coefficients S, (left column), S, (right column) as a
function of the Richardson number using the equilibrium method for RANS
model MY82 (solid), KC94 (dots), BB95 (dashes), HR82 (dash-dots), CAO1
(dash and 3 dots), CA02 (long dashes): stable case without limiting condition
(upper row), stable case with limiting condition (middle row), unstable case
(bottom row).
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Table 4.3: Values of critical parameters according to different RANS models.

SuO SbO Rlc RZZ Umax Vou >\0l

MYS82 | 0.095 0.119 0.197 0.161 15.35 0.050 0.053
KC94 | 0.095 0.119 0.244 0.183 12.69 0.063 0.065
BB95 | 0.115 0.173 0.647 0.252 5.92 0.130 0.106
HR82 | 0.108 0.177 0.579 0.207 4.72 0.123 0.132
CAO01 | 0.077 0.090 0.851 0.281 791 0.123 0.088

CA02 | 0.094 0.095 1.023 0.388 10.07 0.160 0.104

It is remarked that these schemes are physically less robust, but have
been implemented in the code for historical reasons or to perform sensitivity
experiments related to specific details of the turbulence schemes.

Besides the general expressions (4.185)) or (4.191)) for the diffusion of tur-
bulent energy, the following simpler alternative options for the stability co-
efficient Sj are implemented

Sy, = Sko (4.200)

and
Sk = Su/ o (4.201)

where Si¢ and o;, are model constants. The first form was introduced in k£ —1{
model of Mellor & Yamada| (1982), the second in the “standard” k—e model
(Rodi, [1984)), further discussed below. In the former case Sy is related to
the Mellor-Yamada parameter S, by

Sro = 2%¢, S, (4.202)

with € = 5’%4 (see equation (4.203]) below).

4.4.3.4 solution methods

The theories presented in Section define the eddy coefficients as func-
tion of two turbulent parameters: turbulence energy k and its dissipation
rate €. Such theories, primarily used in hydraulic modelling, are called k — ¢
models. The former is determined by solving either the equation for turbu-
lent energy or by the equilibrium relation . It remains to determine ¢
appearing in the expressions for the eddy coefficients, stability parameters,
k-equation and the equilibrium relation (4.197)). Different methods, using
either a prescribed analytical expression or a parameterised transport equa-
tion, are given below.

Other theories, like the one advocated by |[Mellor & Yamada (1974, 1982),
prefer to use the mixing lenth [, representative of the spatial scales of the
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largest (energy-containing) eddies, instead. Such theories are called k — [ (or
q® — ¢*l with ¢*> = 2k in the Mellor-Yamada terminology) models. The k — ¢
and k£ — [ models are separately discussed below.

k — ¢ models

The schemes are divided into three categories depending on the number of
transport equations which need to be solved.

1. Zero-equation model. The dissipation rate is determined through the

relation
k3/2
E =€ T (4 203)

where [ is the mixing length and ¢ = 5364 where S, is the neutral
value of the momentum stability coefficient S,. The mixing length
is determined from one of the available analytical expressions, given
below. Turbulence energy is calculated from the equilibrium relation
(4.195). The method has the advantage that no transport equation
need to be solved in time. The problem is, however, that it may produce
numerical instabilities in the time-integration of the model equations.
This is illustrated in Section for the test case pycno.

2. One-equation model. Turbulence energy is obtained from the k-equation.
Inserting the parameterisations of the previous subsection into the
source and sinks terms P and G and the diffusion term, this equa-
tion, written in transformed coordinates and in its most general form,
becomes

0 10 w0k
o7 (hsh) + Au (k) + Ana (k) + Ay (k) = E%(E%)

+vrM? — A\pN? — £ + D1 (k) + Dana(k) (4.204)

with ¢ given by and the advection and diffusion operators de-
fined by (4.64)—(4.66]), (4.77)—(4.78). The last two terms represent hori-
zontal diffusion of k. It is noted that advection and horizontal diffusion
are usually neglected. This is achieved in the model by the settings of
two switches (see below).

3. Two-equation model. Besides the k-equation (4.204)), a second trans-
port equation is solved for . In transformed cordinates, this equation,
including extra horizontal diffusion terms which are usually neglected,
is given by (e.g. Rodi, [1984)

10 10

h_3§<h3€) + Ani(e) + Ana(e) + Av(e) = h_3%<

1
hs

Vi %)
hso. Os
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2
£ £
+ Cle T <VTM2 — 635)\TN2> — Coe— + Dshl (E) + Dsh2 (8)

k k
(4.205)

It should be remarked that, contrary to the k-equation, the e-equation
is derived from a general equation after many parameterisations. The
parameters appearing in the (4.205) must satisfy the following con-
straint, derived from wall layer theory

I€2 Sk;()
— = — 4.206
Cie Coe 6%)0'5 ( )

where S, and Syo are the neutral values of S, and Sj.

k — | models

In k£ — [ theory all equations are written explicitly as function of k£ and I.
This is achieved by substituting [ for € through the relation (4.203)). The
expressions for the eddy viscosity and diffusion coefficients then take the
form

vr = Sk Pl A= Spk'?l, v = Skl (4.207)

where the stability functions (Sm,Sh,gk) = (Su, Sp, Sk)/€o are function of
the stability parameters (G,,, Gi) = (M?, N?)[?/k = €3(ayr, ay). Equations
(4.182), (4.187), (4.188)—([4.190) and remain valid with (aas, an) re-
placed by (G, Gr), (Su,Sp) by (Sm,Sk), & by & and (Cy;, Cy;, Cei, Cy;) Te-
placed by (Cys, Chi, Ci, Cgi) using

- ~ ~ 1
(Oala Ca4) = EO(C’ab C’(14) ) (Oa27 Ca?n Ca57 CaG) = 6_(0(127 Oa?n Ca5a CaG)
0

~ ~ 1 ~ ~ ~ 1
(Ca77 Ca8> = G_Q(Ca77 Ca8) ) (Ca97 Ca107 Call) = g(C(Ig’ Ca107 Call)
0 0
Y A S RO |
(Cbb Cb5) = €O(Cb17 Cbs), Cpo = (—:_’ (Cb37 Cb4) = E—Q(Cb:h Cb4)
0 0
(éch C'cs) = 60(Cc1, Ccs) ) écG =Cwp
- ~ - 1 ~ 1 ~ 1
(002; Cc37 Cc?) - _2(0627 C’c3; Cc?) ) Cc4 - _30047 Cc - _5005
€0 € €0

N - 1 ~ ~ ~ 1
(Ca1,Ca2) = E_Q(Cdlvch)a (Cuas, Cas, Cas) = 6—4(Cd3,0d4, Cas)  (4.208)
0 0
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In case of a two-equation model, the e-equation is replaced by an equation

for the quantity kl obtained from the Mellor-Yamada ¢?l-equation by setting
2

q° = 2k:

10 1 0 14% 0
h_3§(h3kl) + Api (k1) + Apa(kl) + Ay (k1) = hs Os (h30kl &(kl))
+ %l <E1VTM2 — E3/\TN2> — %60]63/2W + Dshl(k?l) + DShQ(l{?l>
(4.209)

with the wall proximity function W defined by

i ! 1 1 2
W=1 E[—( )} 4.210
* Lk H(1—0)+ZOS+O'H+ZOb ( )

where zg, and zq, are roughness lengths at the surface, respectively the bot-
tom (see below). In analogy with the e-equation the parameters in (4.209)—

(4.210)) satisfy the constraint

2
2K SkO
2
€00kl

Ey—E, +1= (4.211)

4.4.3.5 mixing length formulations

A mixing length formulation is needed in the case of a zero- or one-equation
model. Four formulations are implemented in the program. The basic re-
quirement in each formulation is that [ reduces to the following forms near,
respectively, the bottom and the surface

I~ =k(ocH+ 20) , | ~1ls = Kk(H — 0H + zys) (4.212)
where zp, and zg, are the surface and bottom roughness lengths.
The first and simplest expression is the parabolic law

1 1 1
-=—4 = 4.213
TR (4.213)
having a maximum at o =~ 0.5.
The second is the “quasi-parabolic” law given by

1 l<l1+l2)1/2

- (4.214)
l

1

which differs from the first one in that [ has a maximum at o ~ 2/3 closer
to the surface.
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The third, recommended by Xing & Davies (1996) has the same form as
(4.213) but with [; replaced by

ll = K,(O'He_ﬁla + ZOb) (4215)

allowing for a larger reduction of the mixing length in the lower parts of the
water column.
The fourth formulation, initially proposed by Blackadar| (1962), has the

form
1 1 1 1

S 4.216
I L + lo + la ( )
so that | — [, far from the boundaries. |[Mellor & Yamada| (1974) defined [,
as the ratio of the first to the zeroth moment of the vertical profile of the

turbulent velocity scale k'/2. Hence

1 1
l, = al/ (1—0)kY?Hdo / / kY2 H do (4.217)
0 0

4.4.3.6 background mixing

The theory, presented above, is valid for the case of a nearly-isotropic, fully
developed turbulence under homeogeneous or weakly stratified conditions,
but becomes invalid for strongly stratified flows. The reasons are as follows:

e [t is known from theory and laboratory experiments that vertical turbu-
lent excursions are impeded by stable stratification. The consequence
is that turbulence becomes anisotropic and the assumption of nearly-
isotropic turbulence can no longer be maintained.

e Even when turbulence decays for an increasing stable stratification,
additional turbulence is generated by the shear and breaking of internal
waves which are not resolved by the model.

In the absence of a comprehensive theory of both effects, simple parame-
terisations have been designed and implemented in the COHERENS code.
The methods consist in adding background mixing coefficients to the ones
calculated by the RANS scheme. Different schemes are available.

The simplest case are uniform background coefficients for momentum and
scalars, selected by the user. The program allows to reset the background
value for momentum to the kinematic viscosity v which is either a user defined
or given as function of temperature using the ITTC|(1978)) expresssion ((7.24)).
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The second one is based on limiting conditions for turbulence variables.
The limitation of vertical overturns by stable stratification is expressed by a
limiting condition of the form

LT/LO < R (4218)

where the constant R is of O(1),

Ly = —\/B2/N? (4.219)
is the Thorpe scale measuring the extent of the vertical excursions, and
Lo = (¢/N3)!/? (4.220)

the Ozmidov scale at which buoyancy and inertial forces are of comparable
magnitude. From theory, laboratory and measurements at sea (see Luyten
et al., 2002, and references therein), it is found that R; ~ 1 — 1.3. Using the
last equation of (4.178)), (4.179), (4.181)) one obtains

Lr\2 B2 3/2
— ) =—=2 4.221
(LO ) Ne RB SbaN ( )
Assuming a state of quasi-equilibrium, it can be shown that the right hand

side of (4.221]) is an increasing function of a. The upper limit in (4.218])
then implies a maximum value «,,,, for ay. Its value is obtained by solving

2RsS,00l° = R? = 2R4R, (4.222)

for Z = ajlv/z after substitution of d4.187|) or d4.190l). The result is the poly-
nomial equation

CpsZ® — R,Cp3Z* — R, =0 (4.223)

if Co28 = 0 or

Cc5CCSZ6 + R*CCSCC7Z5 + (Cc4008 + RQCQ )Z4 + R* (004007 + CCSCCG)Z3

*~ch

+ 2R2C4C;5 2% + R.CesCosZ + R2C?, = (4.224)

if coap # 0. Since S, and S, are decreasing functions of ay, the stability
functions are limited from below by the constants Sy, and Spim,. The theory
is illustrated in Figure [4.7] where the evolution of S, and S, as function of
the Richardson number is shown for the simplified equilibrium method and
using an upper limit for ay.
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Substituting the previous limits into the definitions of the eddy coeffi-
cients and ay, the following limiting or background values are obtained

k k
lim&irgxﬁ = VOlN
k k
2 M\
maz N OlN
£ > Eim = a2EN
kl/?

I < lnae = eDai,{ng (4.225)

v > Upiim = Sy,

AT > Apiim = Shiim @

As explained in [Luyten et al.|(2002) a second limiting condition needs to be
imposed for the turbulence energy

k> Ky (4.226)

yielding background values of the form vy ~ N71, Ay ~ N1 and e ~ N.

The effect of the limiting condition can be further clarified by mak-
ing the local equilibrium assumption . Substituting a;,,, into equa-
tion and setting oy, = ayn/Ri, this equation can be solved for Ri
yielding a second critical Richardson number Ri%¥ < Ri.. The eddy coeffi-
cients are then given by the previous closure schemes or by the background
values depending on whether R: is lower or higher than Ri;. Values
of the critical parameters q,q., Vo, Aor and Ri, are listed in table [£.3]

The third method is a semi-empirical formulation originally proposed by
Large et al.|(1994)

p
Wwr = Vgt 1/8 <1 — RZ/R20> 1

N = Aro+ (1 Rz’/Rz’O)p1 (4.227)

where vy and Ay are background mixing coefficients added to the eddy
coefficients calculated by the model. The first terms on the right hand side
represent mixing due to unresolved internal shear, the second one mixing due
to internal wave braking. The parameters have the following default values

Rig =07, p1=3, (V5 vro, A\o) = (0.005,107%,0.5 x 10°*) m?/s
(4.228)
Besides the physical limiting conditions, discussed above, the following
numerical lower bounds are always imposed

Epin = 107 g0 = 10712, Lpm = 1.7 x 10710 (4.229)
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The reason for adopting this lower limits is to prevent that unrealistically
large eddy coefficients are created by rounding errors within the intermittent
zone. With the above values and taking S, ~ S, ~ 0.1 the values of vy
and Ay are of the order of ~ 1077 which are clearly much smaller than the
corresponding laminar viscosity and diffusivity coefficients.

Implementation

A RANS model is selected if iopt_vdif_coef=3. A series of additional switches
are implemented to determine the specifications of the model.

iopt_kinvisc Formulation for kinematic viscosity.

0: user-defined uniform value kinvisc_cst
1: ITTC| (1978) relation (7.24))

iopt_turb_dis_bbc  Type of bottom boundary condition for the dissipation
rate €.

1: Neumann condition (4.353|)
2: Dirichlet condition (4.351])

iopt_turb_dis sbc  Type of surface boundary condition for the dissipation
rate €.

1: Neumann condition ((4.284))
2: Dirichlet condition (4.281])

iopt_turb_iwlim Type of background mixing scheme as described in Sec-
tion 4.4.3.6l

0: using uniform background coeflicients
1: using limiting conditions for turbulence parameters

2: the|Large et al.|(1994]) scheme given by (4.227)—(4.228|)

iopt_turb_kinvisc  Selects type of background mixing mixing.
0: user-defined constant value vdifmom_cst, vdifscal_cst
1: kinematic viscosity as selected by iopt_kinvisc
iopt_turb_Imix Mixing length formulation as described in Section [4.4.3.5
1: parabolic law (4.213))

2: “modified” parabolic law (4.214))
3: “Xing” formulation (4.215))
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iopt_turb_ntrans

iopt_turb_param

iopt_turb_stab_form

iopt_turb_stab_lev

iopt_turb_stab_mod

iopt_turb_stab_tke

4: “Blackadar” asymptotic formulation (4.216|)

Number of transport equations as described in

Section [1.4.3.4]

127

0: zero-equation model (equilibrium or Mellor-Yamada
level 2 method) with a mixing length selected by iopt_turb_lmix

1: turbulence energy equation with a mixing length
lected by iopt_turb_Imix

se-

2: k-¢ of k-kl equation depending on the value of iopt_turb_param

Selects type of second turbulent variable.

1: mixing length [ (k-I scheme)

2: dissipation rate € (k-¢ scheme)
Selects type of stability function.

1: constant value (4.198)
2: Munk-Anderson form (4.199))
3: from RANS model as explained in Section

Selects level for stability functions if
iopt_turb_stab_form = 3.

1: quasi-equilibrium method (Section |4.4.3.3))
2: non-equilibrium method (Section 4.4.3.3])

Selects type of closure (RANS) model.

MY82-model (Mellor & Yamadal, [1982)
KC94-model (Kantha & Clayson, 1994))
BB95-model (Burchard & Baumert, [1995)
HR82-model (Hossain & Rodi, [1982)
CAO01-model (Canuto et al., [2001)
CA02-model (Canuto et al., 2001))

Formulation for the turbulent diffusion coefficient v
stability coefficient Si) of turbulent energy.

1: constant value for Sy as given by equation (4.200))

(or

2: Sk is taken as proportional to momentum stability

function S, as given by (4.201))
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3: using the formulation of Daly & Harlow| (1970) as
given by (4.185) or (4.191) depending on the value
of iopt_turb_stab_lev

iopt_turb_tke_.bcc  Type of bottom boundary condition for turbulence en-
ergy.

1: Neumann condition (4.352))
2: Dirichlet condition (4.351)

iopt_turb_tke_sbc  Type of surface boundary condition for turbulence en-
ergy.

1: Neumann condition (4.283))
2: Dirichlet condition (4.281]

Table |4.4] gives an overview of all parameters used in the different schemes
and their default values.

Table 4.4: Parameters used in different turbulence schemes (except those listed in
Tables and and their default values.

name value unit purpose
k-l theory
£y 1.8 - constant in the shear production term of the kl-equation

(8-209)

onstant in the wall proximity term (4.210)) of the kl-equation

1.200)

Es 1.0 - constant in the buocancy source/sink term of the kl-equation

)

Ey 1.33 -

Q

k-¢ theory

Cle 1.44 — constant in the shear production term of the e-equation
(205)

Coc 1.92 - constant in the dissipation term of the e-equation (4.205))

C3e 0.2 - constant in the buoyancy sink term of the e-equation (4.205))
in case of stable stratification (N? > 0)

C3e 1.0 - constant in the buoyancy source term of the e-equation

in case of unstable stratification (N? < 0)

diffusion coefficients for turbulence variables

Csk; 0.15 — Daly-Harlow parameter in (4.177])
Sk 0.09 — neutral value of the stability coefficient S; in the k- model

(see equation (|4.200]))

(Continued)
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Table 4.4: Continued

S, 02 -
(o 1.0 -
Okl 1.83 -
o. 101 -

used to determine S in the Mellor-Yamada model (see equa-

tion )

used to define S}, in (|4.201'
ratio of the diffusion coefficients in the k- and kl-equations,

calculated from (4.211])

ratio of diffusion coefficients in the k- and e-equations, calcu-

lated from 1|71.206|i

limiting conditions

klim 1076 J/kg
kmin 10714 J/kg
linn  1.7%1071%m
Emin 10_12

background limit for & (see equation 1|Z_L.226|i)
numerical lower limit for &
numerical lower limit for [

W /kg numerical lower limit for e

background mixing

Riy 0.7 -

Aro 5x107°  m?/s
vro 1074 m? /s
vs  0.005 m? /s

critical Richardson number in the |[Large et al.| (1994) back-
ground mixing scheme (|4.227)
internal wave breaking diffusion coefficient for scalars in the

Large et al| (1994 background mixing scheme

internal wave breaking diffusion coefficient for momentum in
the |Large et al| (1994) background mixing scheme (4.227)
maximum mixing due to unresolved vertical shear in the

et al. (1994)) background mixing scheme (|4.22?|)

boundary conditions

Cuw 0.0 -
20b 0.0 m
20s 0.0 m

surface wave factor used in the surface flux condition (4.283)
for turbulent energy
bottom roughness length in the mixing length formulation

surface roughness length in the mixing length formulation
1|4.212|i

mixing length formulations

(03] 0.2 -

B 20 -

constant in the Blackadar| (1962) mixing length formulation

attenuation factor in the Xing & Davies| (1996) mixing length

formulation l|4.215|i

algebraic schemes

Ny 2.0 -
ay 5.0 -
)\bp 107° m2/s
vy 1077 m? /s

Pacanowski & Philander| (1981)) scheme (4.132)—(4.134
Pacanowski & Philander| (1981)) scheme (4.132))—(4.134
Pacanowski & Philander| (1981)) scheme (4.132))—(4.134
Pacanowski & Philander| (1981)) scheme (4.132)—(4.134

(Continued)
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Table 4.4: Continued

Vimaz 3.0 — Pacanowski & Philander| (1981)) scheme (4.132)—(4.134
vop  0.01 m?/s |Pacanowski & Philander (1981) scheme (4.132))—(4.134
ny 0.5 — Munk & Anderson| (1948)) scheme (4.136))—(4.13

Mo 1.5 — Munk & Anderson| (1948)) scheme (4.136))—({4.139

o, 10.0 — Munk & Anderson (1948) scheme (4.136))—(4.139

B 3.33 — Munk & Anderson (1948) scheme (4.136)—(4.139

Amaz 4.0 — Munk & Anderson| (1948)) scheme (4.136))—({4.139

Viaz 9.0 — Munk & Anderson| (1948)) scheme (4.136))—({4.139

vom  0.06 m?/s Munk & Anderson| (1948) scheme (4.136)—(4.139

c, 20 - see equation (Iil.lSlh

K, 0.0025 - see equations (4.148)) and (4.150))

K, 2x107% - see equation (4.149

71 1.0 - see equation (|4.143

) 1.0 - see equation (|4.143

01 0.0 — see equation (4.143

09 0.0 - see equation (4.143

Ax 0.0 m see equation (4.146

wy 1074 s7!  see equation (4.151

4.5 Astronomical tidal force

Tides are generated by the combined gravitational attraction of the sun and
the moon. The total force is calculated as the gradient of the tidal potential
®;;4. The potential can be written as a series of tidal harmonics

No
q);d = (= (; cos’ ¢ — 1) ; Agy(t) cos (VOn(t) + uon(t)>

Ny

+ sin 2¢ Z Ay, (t) cos ()\ + Vin(t) + uln(t)>
n=1
Ny

e8> Aga(t) Cos<2)\ + Vau(t) + ugn(t)>
n=1
N3

+ cos® ¢ Z A3z, (t) cos (3)\ + V3, (1) + U3n(t)>
n=1

Ng

- Z G,() Z Ay (t) cos (q)\ + Viu(t) + U/qn<t)) (4.230)

q=0 n=1
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where (. is the so-called equilibrium tide, i.e. the change of sea level due
to the tidal attraction only, i.e. in absence of all other forces (pressure,
Coriolis, ...), Ny, N1, Ny, N3 are the number of respectively long-period,
diurnal, semi-diurnal and terdiurnal tides and ¢ is the species index. Higher
order harmonics can shown to be negligible and are therefore not included
in the expansion. Once the tidal potential is known, the components of the
tidal force in the momentum equations are obtained using

g9, g (%QJF@C@%)

Rl =

h g by \OXOE 0 0&
e g (0C ON O ¢
Fto= L5 9 (D22 o 1.231
= e =i (G o e 2
The tidal amplitudes are the product of three factors
Agn(t) = agnognfou(t) 0<q<3 (4.232)

The first factor ag, is the astronomical tidal amplitude due to the lunar and
solar attractive forces. The Earth can be considered as an elastic body and is
deformed by the tidal force as well. The effect of the Earth tide is to reduce
the astronomical tide and is represented by the second factor a,,. Values
are taken from Foreman et al.| (1993). The third term is the so-called nodal
factor and arises from modulations of the the lunar orbit. The term is always
close to 1 and varies with a period of 18.6 years.

The tidal phases are the sum of the geographical factor g\, the astro-
nomical argument V,,, and the nodal correction factor u,, (further discussed
below). The astronomical phase is evaluated at the longitude of Greenwich
(A =0). Its time dependence is given by the astronomical ephemeridesﬂ

Vin(t) =41+ js+ kh +Ilp+ mN + np, (4.233)

where ¢ = ¢ and j, k, [, m, n are integers, called the Doodson numbers
(Doodson|, [1921)), characterising the constituent, and

7 the mean lunar time
s the mean longitude of the moon
h the mean longitude of the sun

p the mean longitude of the lunar perigee

8 An additional phase lag of £90° has to be added for diurnal tides and 0° or 180° for
diurnal tides.
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N the negative mean longitude of the ascending lunar node
ps the mean longitude of the solar perigee

Since the six astronomical parameters are almost linear time, one can write

where ¢, is the time of the previous mid-night at Greenwichﬂ and wg, the
frequency of the tidal constituent. The mean lunar time 7 is related to the

mean solar time (H) by
r=H-s+h (4.235)

From (4.233)) one obtains therefore

Wan = 70 + jéo + kho + Ipo + MmNy 4+ npso (4.237)

where a * (dot) represents a time derivative and the subscript ¢ evaluation
at midnight (GMT). The astronomical ephemerides are calculated in time
using the reference values at the first of January Oh (GMT) of the year 1900.
Explicit expressions (in degrees), taken from |[Kantha & Clayson| (2000b)), are

so = 270.434358 + 481267.883141377 — 0.0011337% 4+ 1.9.10%73

ho = 279.69668 + 36000.768925485T + 3.03.10~47">

po = 334.329653 + 4069.03403295757 — 0.103257% — 1.2.107°7*

Ny = —259.16 4 1934.147 — 0.00217">
pso = 281.22083 + 1.719027 + 0.000457* + 3.0.10°T* (4.238)

The number of Julian centuries T is given as function of the current year y
and the day number within the current year d (between 1 and 366) and the
current year y:

T = (27393.500528 + 1.0000000356D) /36525
D = d+365(y —1975) + INT(y — 1973) /4 (4.239)

if the current year is 1975 or later, or

T = (0.5+ D)/36525
D = d+365(y — 1900) + INT(y — 1901)/4 (4.240)

9The time ¢ must be referenced with respect to Greenwich mean time (GMT). An
automatic conversion is made by the program if needed.
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for years before 1975. The rate of change of the astronomical ephemerides
are obtained from the above equations (e.g. |Schureman), 1941))

fo = 14.492052°/h, s = 0.549017°/h, hy = 0.041068°/h
po = 0.004642°/h, Ny = —0.002206°/h, peo = 0.000002°/h
(4.241)

from which the frequencies w,, are obtained using .

A total of 56 astronomical tidal constituents are defined within the pro-
gram. The user is free to select a subset of these frequencies as part of the
model setup. The characteristics of all constituents (name, Doodson num-
bers, frequency, amplitude, Greenwich phase) are given in Table .

Besides the “main” astronomical constituents, defined in Table [.5] the
harmonic expansion of the tidal potential shows a large number of additional
harmonics with frequencies close to some “main” frequency, but with am-
plitudes much smaller than the main constituent. Their effect is taken into
account through the nodal amplitude and phase factors f,, and ug,. They
are determined as follows. Let

N
Con = apocosf + Z ang cos(0 + Aby) (4.242)

k=1

be a cluster of constituents around the main component “n” (after omission
of the common factor G), with amplitude a,o and total phase 6. Setting
£ = Qi /ano < 1, one obtains

Cen = Qo <cos 0 + Z ey cos(6 + AQk)>
k
= Qo <COS 0 + Z ek (cos 0 cos Ay, — sin 0 sin A@k)>
k
= an (cos 0(1+ Z e cos Afy) — sin 6 Z £k sin A9k>
k k

= Gpofncos(0 4 uy,) (4.243)

Defining
pr=1+ ercosAby, pr=> esinAb; (4.244)
k k

the nodal factors are then given by

fo =P+ 05, u,=arctan(ps/p:) (4.245)
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and making a first order Taylor expansion with respect to €. Values of a,
are taken from the tables given by Cartwright & Tayler| (1971); |Cartwright
& Edden| (1973).

When the tidal forcing is included in the momentum equations, the tidal
solutions for currents and elevations contain additional higher frequencies
components. These so-called “overtides” are produced by non-linearities in
the model equations and do not appear in the expansion of the tidal potential.
For applications in shelf seas, where the astronomical force becomes negligible
compared to the bottom stress, the tidal forcing is introduced as an open
boundary condition for currents and/or elevations or as a surface boundary
condition in case of a water column application. The external forcing is
usually presented by an expansion of tidal harmonics which may include
overtides. A list of the most relevant overtides is given Table
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Table 4.5: Doodson numbers, frequencies (degrees/h), amplitudes (cm) and Green-
wich arguments (degrees) of the tidal constituents which can be used for astronom-
ical and open boundary forcing.

Name Doodson numbers Wan Agn Qgn Vin(to)

t 7 kIl m n

Long-period tides (qg=0)

Sy 0 0 0 0 0 0 0.0000000 19.8419 0.693 0.0
Se 0 0 1 0 0 -1 0.0410667 0.3103 0.693 h —p,
Ssa 0 0 2 0 0 0 00821373 19542 0.693 2h
058 0 0 3 0 0 -1 0.123204 0.1142  0.693 3h — p,
Msm0O 1 -2 1 0 0 04715211 04239 0.693 s—2h—p
MmO 1 0 -1 0 0 05443747 22191 0693 s—p
MsfO 2 -2 0 0 0 10158958 0.3677 0.693 2s—2h
Mf 0O 2 0 0 0 0 10980331 42016 0.693 2s
083 0 3 -2 1 0 0 15695541 0.1526 0.693 3s—2h+p
Mt 0 3 0 -1 0 0 16424078 0.8049 0.693 3s—p
093 0 4 -2 0 0 0 21139288  0.1287 0.693 4s—2h
095 0 4 0 -2 0 0 21867825 0.1066 0.693 4s—2p

Diurnal tides (¢=1)
a; 1 -4 2 1 0 0 123827651 0.0749 0.693 —5s+3h+p—90°
20 1 -3 0 2 0 0 12.8542862 0.2565 0.693 —4s+h+2p—90°
oo 1 =3 2 0 0 0 129271398 0.3098 0.693 —4s+ 3h — 90"
Q: 1 -2 0 1 0 0 133986609 1.9387 0.6946 —3s+ h +p —90°
pp 1 -2 2 -1 0 0 134715145 0.3685 0.6948 —3s+3h —p — 90°
O, 1 -1 0 0 0 0 139430356 10.1266 0.695 —2s+ h — 90°
o1 -1 2 0 0 0 14.0251729 0.1325 0.6956 —2s+ 3h + 90°
B 1 0 -2 1 0 0 144145567 0.0749 0693 —s—h+p-+90°
My 1 0 0 1 0 0 144966939 0.7965 0.6962 —s+ h+p -+ 90°
xi 1 0 2 -1 0 0 145695476 0.1522  0.6994 —s+ 3h — p+ 90°
m 1 1 -3 0 0 1 149178647 0.2754  0.7027 —2h + p, — 90°
P 1 1 -2 0 0 0 149589314 4.7129 0.7059 —h —90°
S 1 1 -1 0 0 1 150000000 0.1116 0.7126 p, + 90°
K. 1 1 0 0 0 0 150410686 14.2408 0.7364 h -+ 90°
v, 1 1 1 0 0 -1 150821353 0.1132  0.5285 2h — p, + 90°
»n 1 1 2 0 0 0 151232059 0.2028  0.6657 3h+ 90°
6, 1 2 -2 1 0 0 155125897 0.1526 0.6784 s— h+p+90°
Ji1 2 0 -1 0 0 155854433 0.7965 0.6911 s+ h —p+ 90°
SOy 1 3 -2 0 0 0 16.0569644 0.1321  0.693 2s— h+ 90°
OO;1 3 0 0 0 0 161391017 0.4361  0.6925 2s+ h+ 90°

(Continued)
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Table 4.5: Continued
KQi1 4 0 -1 0 0 16.6834764 0.0834 0.693 3s+h—p+ 90°
Semi-diurnal tides (qg=2)
0@Q:2 -3 0 3 0 0 273509801 0.0695 0.693 —b5s+2h+3p
g 2 -3 2 1 0 0 274238337 0.1804 0.693 —b5s+4h+p
2N, 2 -2 0 2 0 0 27.8593548 0.6184 0.693 —4s+2h+2p
e 2 -2 2 0 0 0 279682084 0.7463 0.693 —4s-+4h
238 2 -2 3 0 0 -1 280092751 0.0502 0.693 —4s+ 5h — p;
244 2 -1 -1 1 0 1 283986628 0.0394 0.693 —3s+h+p+p,+180°
N, 2 -1 0 1 0 0 284397295 4.6735 0.693 —3s+2h+p
246 2 -1 1 1 0 -1 284807962 0.0436 0.693 —3s+3h+p—ps
vo, 2 -1 2 -1 0 0 285125831 0.8877 0.693 —3s+4h—p
248 2 -1 3 -1 0 -1 285536498 0.0409 0.693 —3s+5h—p—ps
Yo 2 0 -2 2 0 0 289112506 0.0734 0.693 —2s-+ 2p+ 180°
H 2 0 -1 0 0 1 289430375 0.0842 0.693 —2s+ h+ ps+ 180°
My 2 0 0 0 0 0 289841042 244102 0.693 —2s+ 2h
Hy, 2 0 1 0 0 -1 290251709 0.0746 0.693 —2s+ 3h — ps
A 2 1 -2 1 0 0 294556253 0.18 0.693 —s+p+ 180°
Ly 2 1 0 -1 0 0 295284789 0.6899  0.693 —s+2h—p+ 180°
T, 2 2 -3 0 0 1 299589333 0.6636 0.693 —h + p,
Sy 2 2 -2 0 0 0 30.0000000 11.3572 0.693 0.0
Ry 2 2 -1 0 0 -1 30.0410667 0.095 0.693 h — p, + 180"
Ky 2 2 0 0 0 0 300821373 3.0875 0.693 2h
n 2 3 0 -1 0 0 30.6265120 0.1727 0.693 s+2h—p
2052 4 0 0 O O 311801703 0.0452 0.693 2s+2h
Ter-diurnal tides (q=3)
Ms 3 0 0 0 0 0 434761563 0.3455  0.693 —3s+ 3h
Implementation

The following switches are available

iopt_astro_tide Disables (0) or enables (1) the inclusion of the tidal force in
the momentum equations.

iopt_astro_pars Selects the type of astronomical forcing (tidal force and at
open boundaries)

0:

The astronomical argument is set to zero, the nodal factors are set
to 1.

: The astronomical arguments are calculated from (4.236]) at Green-

wich or at a user-defined reference longitude, the nodal factors are
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set to 1.
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2: The astronomical arguments are determined from (4.236[) at Green-
wich or at a user-defined reference longitude, the nodal factors are
calculated as function of the astronomical ephemerides

Table 4.6: Doodson numbers, origin, frequencies (degrees/h) and Greenwich argu-
ments (degrees) of the overtides which can be used for the open boundary forcing.

Name Doodson numbers source Wan, Vin(to)
7 kIl m n
Semi-diurnal tides (qg=2)
25My 2 4 -4 0 0 0 25 —M, 31.0158958 2s — 2h
Ter-diurnal tides (q=3)
2MKs 3 -1 0 0 0 0 2M,—-K; 42.9271398 —4s+3h—90"
SO; 3 1 -2 0 0 0 Sy+0 43.9430356 —2s + h —90°
MKs; 3 1 0 0 0 0 M+K 44.0251729 —25+3h-+90°
SKs 3 3 -2 0 0 0 S+K 45.0410686 A + 90V
Quarter-diurnal tides (q=4)
MNy, 4 -1 0 1 0 0 M+N, 57.4238337 —5s+ 4h
M, 4 0 0 0 0 0 2M, 57.9682084 —4s+4h
MSy, 4 2 -2 0 0 0 M+S5 58.9841042 —2s+ 2h
MKy, 4 2 0 0 0 0 M+K, 59.0662415 —2s + 4h
Sy 4 4 -4 0 0 0 25 60.0000000 0.0
Sixth-diurnal tides (q=6)
2MNg 6 1 0 1 0 0 2Ms+ N, 86.4079380 —7s+ 6h+p
Mg 6 0 0 0 0 0 3M 86.4079380 —6s + 6h
MSNg 6 1 -2 1 0 0 My+Sy+ Ny 874238337 —bs+4h+p
2MSg 6 2 -2 0 0 0 2My+S; 87.9682084 —4s+ 4h
2SMg 6 4 -4 0 0 0 25+ M, 88.9841042 —2s+ 2h
Se 6 6 -6 0 0 0 395 90.0000000 0.0
FEighth-diurnal tides (q=8)
Ms 8 0 0 0 0 0 4M, 115.9364169 —8s + 8h
2MSNg8 1 -2 1 0 0 2My;+S,+Ny 116.4079380 —7s 4+ 6h +p
3MSg 8 2 -2 0 0 0 3My+5; 116.9523127 —6s + 6h
2(MS)s8 4 -4 0 0 0 2My;+25, 117.9682084 —4s + 4h
Sg 8 8 -8 0 0 0 495 120.0000000 0.0
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4.6 Solar radiation

Deriving a suitable expression for the solar radiation flux is not straightfor-
ward in view of its dependence on atmospheric parameters (atmospherical
absorption and reflection, cloud coverage, albedo of the sea surface) whose
influence is difficult to parameterise. The approach, described here, partially
follows Rosati & Miyakoda| (1988]). The radiation entering at the top of the
atmosphere is given by

Qs = Qopeor H (sin ) (4.246)

where )y = 1367.0 W/m? is the solar constant, 7, the altitude of the sun
and H the Heaviside function (H(x) = 0 for x < 0 and = x otherwise). The
factor p.,, represents a correction term due to the elliptical orbit of the earth
and is usually expressed as a function of the day number of the year J:

Peor = 1+ 0.03344 cos(J' — 2.8) (4.247)
J' =0.9856./ (4.248)

The altitude of the sun is calculated from
sin v = sin ¢ sin dg + cos ¢ cos O cos H, (4.249)

where dg is the declination of the sun, H the sun’s hour angle and ¢ the
latitude. The angle d,, measured in degrees, is obtained from the series
expansion

3
do = 6o + Z(an cosnJ' + b, sinnJ’) (4.250)
n=1
with
do = 0.33281
(a1,a2,a5) = (—22.984,—0.34990, —0.13980)
(b, bo,by) = (3.7872,0.03205,0.07187) (4.251)

The sun’s hour angle, measured in hours, is computed by
H@ =t, —124+TFE + /\h (4.252)
where ¢, is the hour of the day, A, the longitude (expressed in hours) and

TFE the equation of time which can be written as

3
TE = Z(cn cosnJ' + d, sinnJ’) (4.253)

n=1
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with

(c1,c2,¢5) = (0.0072, —0.0528, —0.0012)
(dv,ds,d3) = (—0.1229,—0.1565, —0.0041) (4.254)

Note that ¢, must be given in GMT.
Taking account of absorption by the atmosphere, the direct solar radiation
incident on the ocean surface, is given by

Quair = Qs€™" (4.255)

The following form, proposed by |Dogniaux]| (1984a,b)), is considered for the
extinction factor
T = mo(SRtL (4256)

The optical air mass m,, Rayleigh’s optical thickness dr and Linke’s factor
t; are expressed as function of the solar altitude v in degrees, according to

6r = (0.9m, +9.4)7! (4.257)
trp = 0.021y, + 3.55 (4.258)
me = [sinyo + 0.15(y, + 3.885) 2% ~* (4.259)

The formulation, given by (4.257)—(4.259)), has the advantage that it does
not diverge at low solar altitudes.

The direct component of solar radiation must be supplemented by the
diffuse sky radiation @)q;r. Following|Rosati & Miyakodal (1988) it is assumed
that one half of the scattered radiation reaches the ocean surface so that

Quis = (1= 4)Qs = Qi) /2 (4.260)

They considered the value of 0.09 for the water vapor and ozone absorption
coefficient A,. The total radiation flux at the ocean surface under clear sky
conditions is then given by

ch - Qdir + Qdif = %Qs(e_T + 1-— Aa) (4261)

The clear sky value must be corrected for cloud coverage and reflec-
tion by the ocean surface. The empirical formula, derived by [Reed (1977)),
appears to have a better agreement with observational data compared to
other formulations (Katsaros, 1990). The short-wave radiation flux at the
sea surface then finally takes the form

Qrad = Qes(1 — 0.62f. + 0.001976 maz ) (1 — A,) (4.262)
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where Vg maq is the solar altitude at noon. A constant value of 0.06 is assumed
for the sea surface albedo A,. Variations of the albedo as function of the
solar altitude and atmospheric transmittance have been tested using the
empirical fits derived by [Payne| (1972)). No appreciable difference was found
with the formulation (4.262)). The only parameter, which needs to be supplied
externally, is the fractional cloud cover f. also used in the expression (4.275|
for the long-wave radiation flux.

4.7 Surface boundary conditions

4.7.1 General form

Most of the surface boundary conditions discussed in this section are Neu-
mann type conditions for the surface fluxes and can be written into one of
the two following general forms

e A prescribed (upwards) surface flux F¥

Ar 99

=FY 4.263
B 0s s (4.263)
e A surface flux describing the transfer across the surface
AV Oy :
Lo = CY (g — 4.264
hS as S (’l/}S ws> ( )

where Cj is the transfer rate (with the dimension of a velocity) and ¢,
i are the values of ¥ just above and below the surface.

A second form of surface boundary condition is the Dirichlet type where
the value of ¢ at the surface or at the first interior grid point is specified.
Examples are the conditions for turbulence.

Note that when the model equations are given in depth-averaged mode
(Section [4.3.2), the surface boundary condition enters as an additional flux
(source or sink) term in the transport equations. It is obvious that in that
case only a Neumann flux conditions is allowed.

4.7.2 Currents

The surface condition for the horizontal current is as usual obtained by spec-
ifying the surface stress as function of the wind components

UT (8u ov

poh—3 s’ $> = (Ta1, Ts2) = PaCasWi0(Uso, Vio) (4.265)
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where (Uyg, Vip) are the components of the wind vector at a reference height
of 10 m, Wiy = (U% + V;2)'/? is the wind speed, p, = 1.2 kg/m® the air
density and Cys the surface drag coefficient discussed in Section [4.8] The
boundary condition for the transformed vertical velocity takes the simple
form

w=0 (4.266)

4.7.3 Temperature

The surface boundary condition for temperature can either be taken as a
Dirichlet condition in which case Ty is specified directly at (or near) the
surface or a Neumann condition in which case the surface flux of temperature
is given as

pocp . OT

h_g)\Tg = Qs (4.267)
where (); is the downwards directed heat flux at the surface and ¢, the
specific heat of seawater at constant pressure. The net total heat flux into
the water column is composed of a term —(Q),,,; of all non-solar contributions
plus the radiative flux (),.q4. Only the former contributes to the surface flux
of temperature, since solar radiance is absorbed within the water column.

The (upwards directed) non-solar heat flux has three components, i.e.

Qnsot = Qua + Qse + Quw (4.268)

where (), is the latent heat flux released by evaporation, (). the sensible heat
flux due to the turbulent transport of temperature across the air/sea interface
and @y, the net long-wave radiation emitted at the sea surface. The first
two terms are related to the turbulent fluxes of humidity and temperature

Qla = paLVCeW10<qs - qa) (4269)

Qse = pacpaChWIO(Ts - Ta) (4270)

where T}, ¢, and T,, g, are the temperature and specific humidity at respec-
tively the sea surface and a reference height, usually taken at 10 m, and

Cpa = 1004.6(1 + 0.8375¢,) J kg™* (°C)~? (4.271)

the specific heat of air at constant pressure. The latent heat of vaporization
is given as a function of the sea surface temperature

L, = 2.5008 x 10° — 23007, J/kg (4.272)



142 CHAPTER 4. PHYSICAL MODEL

The sea surface and air humidities g5 and g, are calculated using
ERCE
Pa() — (1 — € R)G

q= (4.273)
where P, is the atmospheric pressure (in mbar) and ez = 0.62197 the ratio of
molecular weight of dry water to dry air. The vapour pressure e is obtained
in mb from the empirical relation (Gill, 1982)

0.7859 + 0.03477T
14 0.00412T
where RH is the relative humidity (between 0 and 1). In equations (4.273)
and (4.274]) the humidity ¢, the vapour pressure e and the temperature T’
(in °C) either represent sea surface or atmospheric values at the reference

height. Note that a relative humidity of 100% is taken at the sea surface.
The long-wave radiation flux term is parameterised following |Gill (1982):

Qo = €50vaa(Ts +273.15)4(0.39 — 0.05¢2/2)(1 — 0.6£2) (4.275)

log,ge = log,, RH +

(4.274)

where €, = 0.985 is the emissivity at the sea surface, 0,q.¢ = 5.67 x 1078 W
m~2 K=* Stefan’s constant, f. the fractional cloud cover (between 0 and 1)
and e, the vapour pressure evaluated by .

The surface fluxes of momentum and heat involve the surface drag coef-
ficient C'y, and two dimensionless parameters C,, C} sometimes referred as
the Dalton and Stanton number. Various empirical schemes for these trans-
fer coefficients have been presented in the literature (see e.g. Blanc, 1985;
Geernaert,, [1990). A few formulations are available in the program. They are
further discussed in Section (4.8

Implementation

The type of surface condition for temperature is selected with the switch
iopt_temp_sbc:

1: Neumann (flux) condition

2: Dirichlet condition at the first grid point below the surface

3: Dirichlet condition at the surface itself

4.7.4 Salinity

The surface salinity flux is determined using the formula given by [Steinhorn
(1991):
Ar 0SS S(Evap — Rpy)
P hs D5~ 1—0.0015,

(4.276)
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where E,q = Qu/L, and R, are the evaporation and precipitation rates
in kg m™? s7! and S, the surface salinity in PSU. The evaluation of the
surface salinity flux requires the input of precipitation data as an additional
meteorological parameter.

Implementation

The switch iopt_sal_sbc enables (1) or disables (0) the surface flux condition

(2.

4.7.5 Turbulence

The surface boundary conditions for turbulence variables are derived by mak-
ing the “wall”’- (or “log”-) layer approximation. The following assumptions
are made

1. The layer is neutrally stratified (N? = 0).

2. The shear stress is taken as vertically uniform. Neglecting the Coriolis
force, taking the X-axis along the flow direction and using equation

(4.179) one has

k2 OU
ul, = \J7h + 78 = —Su——— = constant (4.277)
9 z

3. The mixing length is proportional to the distance d from the “wall”
boundary as given by equation (4.212)):

=1y = kdy = #(C — 2+ 205) = K(Hu —o)+ zgs> (4.278)

where k = 0.4 is von Karman’s constant and zp, a surface roughness
length.

4. The velocity shear is given by

oU Uy Uy

i 4.279

0z ) Kkdg ( )
Integration of this equation gives the familiar linear U versus log z
dependence.

5. Turbulence is assumed to be in equilibrium, i.e.

k3/2
P=—u? 8—U =ec=¢
Kkd

*S aZ

(4.280)
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From (4.277)—(4.280) the following Dirichlet type surface conditions are de-

rived for the k, € and kl transport equations

uzs ugs
- g{f ) €= /i_ds ) [ = ’ids (4281>

with ds defined through (4.278]). The relation
€ = S (4.282)
can be readily obtained in addition to the previous relations.

The program allows to use Neumann type condition for k£ and ¢ as well.
They are given by

ok
Z—’;% = il (4.283)
v, Oe v €oks/?

D — 4.284
hso. Os hso. Kd? (4.284)

The first condition was proposed by [Craig & Banner| (1994) with ¢, ~ 100
and a non-zero surface roughness to represent the energy input of breaking
surface waves. The second one, introduced by [Burchard & Petersen| (1999),
can be derived from the Dirichlet conditions and has, according to these au-
thors, a better numerical performance for applications with a coarse vertical
resolution. A modification of the flux condition for € which takes account
of wave breaking, was considered by [Burchard (2001) but is currently not
implemented in the code.

Implementation

The surface boundary condition for turbulence are selected by the following
switches:

iopt_turb_tke_sbc Type of condition for k

1: Neumann condition ((4.283|)
2: Dirichlet condition (4.281]

iopt_turb_dis_sbc Type of condition for e

1: Neumann condition ((4.284))
2: Dirichlet condition (4.281]
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4.7.6 Water column mode

In the water column approximation (Section [4.3.1), the surface slope and
elevations can be prescribed at the surface as the sum of a non-harmonic and
harmonic part

(1) = g5 + Y Aufult) cos(Vn(t) Fup(t) — g0n> (4.285)

where ¢° represents the external value of 9(/0x, 9C/dy or (, (fn,un) are the
nodal amplitude and phase factors, V,,(¢) the astronomical phases at Green-
wich and (A, ¢,) the amplitudes and phases with respect to Greenwicth_U].

4.8 Surface drag and exchange coefficients

The values of Cy, C'r and Cy depend on conditions in the lower atmosphere
and are, in general, functions of Wyg, Ty, Ts, RH (relative humidity) and
P,. Several (mainly empirical) formulations are implemented and can be
divided into neutral schemes, depending on wind speed only, and stratified
ones which take additionally account of at least the effect of the air minus
sea temperature difference.

4.8.1 Neutral formulations

The following formulations for Cy, are implemented
0. Constant value. Default value is 0.0013.

1. [Large & Pond| (1981))

Cds = 0.0012 if WlO S 11m/s
Cgs = 1073(0.49 +0.065Wy)  if Wiy > 11m/s (4.286)

2. Smith & Banke| (1975)

Cys = 1073(0.63 + 0.06611/1) (4.287)

3. (Geernaert et al.| (1986)
Cys = 1073(0.43 + 0.097W1y) (4.288)
0 Expression is analogous to applied at open boundaries.
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Table 4.7: Empirical parameters used in the Kondo| (1975)) formulations for
the neutral surface drag and exchange coefficients.

aq, bq, pa e, be, Ce, De ap, by, Ch, ph
Wio < 2.2 0.0, 1.08, -0.15 0.0, 1.23, 0.0, -0.16 0.0, 1.185, 0.0, -0.157
2.2 < Wy9 < 510.771, 0.0858, 1.010.969, 0.0521, 0.0, 1.0 0.927, 0.0546, 0.0, 1.0
5< Wy <8 |0.867,0.0667, 1.0/1.18, 0.0, 0.0, 1.0 1.15, 0.01, 0.0, 1.0
8 < Wip <25 1.2, 0.025, 1.0 1.196, 0.008, -0.0004, 1.0 |{1.17, 0.0075, -0.00045, 1.0
25 < Wy 0.0, 0.073, 1.0 1.68, -0.016, 0.0, 1.0 1.652, -0.017, 0.0, 1.0

4. Kondo| (1975)
Cys = 1073 (ag + bgWhi) (4.289)

where a4, by and p, are function of wind speed and given in Table [4.7]

5. Wl (1930)

Cys = 0.0012R%"
logig Rw = 0.137W;5 — 0.616 (4.290)

6. (Charnock (1955)) relation

2 _
ZOSQ/U’*S = a

Cus = (WY (4.201)

where zg, is the surface roughness length, u, the surface friction veloc-
ity and a=0.014 Charnock’s constant. Since u?, = Cy,W3), equation

(4.291]) has to be solved by iteration.

Neutral values for C. and () are obtained from one of the following
schemes.

0. Constant values. Default is 0.0013.
1. |Large & Pond| (1982)

C. = 0.00115
C, = 000113 if T,<T,
= 0.00066 if T,>T, (4.292)
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2. Anderson & Smith (1981)

C, = 1073(0.55 + 0.083W1y)
C, = 000112 if T, <T,
= 0.00082 if T,>T, (4.293)

3. [Kondo| (1975
C, = 10—3(% bV + e (Who — 8)2)
C, = 107° (ah b WP 4 ep (Who — 8)2) (4.294)

where the coefficients a., ay, be, by, ce, ¢, and p., pp, are function of the
wind speed and given in Table [£.7]
4. |Wu (1980))

C, = C,=0.001R%"
logig Ry = 0.137W;5 — 0.616 (4.295)

4.8.2 Kondo’s stratified formulation

Kondo (1975) extended the neutral formulation (4.289)), (4.294) for stratified
conditions. The method consists in multiplying the neutral values by a factor
depending on the air minus sea temperature difference. The procedure is as
follows

Ro = (T, — T,) /W3, (4.296)

| R
R=Ry—1——— 4.297
%I Ro| + 0.01 (4.297)

In case of stable conditions (T < Ty)

f(R) = 0.140.03R+0.9e**" if —33<R<0
f(R) = 0 if R<-33 (4.298)
Cas = Cinf(R), Ce = Cenf(R), Cp = Chnf(R) (4.299)
For unstable conditions (7 > T,)
Cas = Can(1.0 + 0.47RY?)
C. = C.pn(1.0 4+ 0.63RY?)
Ch = Chn(1.0 + 0.63RY?) (4.300)
where Cy,, C.,, C), are the neutral values in the absence of stratification.
In principle one may choose any of the previous relations for the neutral

coefficients. It is however recommended to use the ones proposed by |Kondo
(1975).
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4.8.3 Stratified case from Monin-Obukhov theory

The most general way, but also the most complex one, to include stratifica-
tion is based on the Monin-Obukhov similarity theory as described in e.g.
Geernaert| (1990); Kantha & Clayson| (2000a)). Some details of the physical
theory are given here to understand how it is implemented in the program.

The surface values of the momentum, latent and sensible heat fluxes at the
air-sea interface depend on the turbulent structure of the lower atmosphere,
usually called the planetary boundary layer. It is generally assumed that the
fluxes of momentum, heat and specific humidity have nearly constant values
within this layer. Following Monin & Obukhov (1954) the structure of this
layer can be described by means of a velocity scale u, (friction velocity), a
temperature scale T, and a humidity scale ¢, defined by

uy = ((W'w')? + (v'w')?)1/? (4.301)
u. T, = —(W'T") (4.302)
Usq = —{(w'q’) (4.303)

where (v, v, w"), T" and ¢ are the turbulent fluctuations of the wind velocity,
temperature and humidity, and ( ) denotes an ensemble average. The vertical
gradient of the wind speed U is written as the ratio of u, to a mixing length,
or

oUu

oz 1
where z is the height above the sea surface. For neutral stratification one
has

(4.304)

| =Kz (4.305)

Since [ decreases or increases with respect to its neutral value, according as
the stratification is stable or unstable, equation (4.304) can be rewritten in

the more general form

oUu .
o 4.
9 = s Om (4.306)

The dimensionless function ¢,, describes the effect of stratification and is
smaller (or larger) than 1 for unstable (stable) stratification. In a similar
way, the gradients of temperature and relative humidity are given by

or T,

or _T. 4,

5, m}bh (4.307)
94 _ 4y (4.308)

0z Kz
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The functions ¢,,, ¢, and ¢, are expressed in terms of the dimensionless
height & = z/L,,, with the Monin-Obukhov length L,,, defined by

gK

—1
=95

mo
T,u?

((w'T") + 0.61T,{(w'q")) (4.309)
where T}, represents the temperature in degrees Kelvin and the virtual tem-

perature T, is given by
T, = Tx(1+ 0.61q) (4.310)

Note that £ > 0 for stable and £ < 0 for unstable stratification. Based upon
atmospheric measurements (Businger et al., [1971) the following parameteri-
sations are adopted

Om = (1 —ag)”V/* for <0

b = 1+ BE for £>0 (4.311)

and 5 o £ <0
= ¢, ftor {<
¢::¢m for £ 0 (4.312)

with a = 16, 8 = 5, while it is further assumed that ¢, = ¢, . Integrating

(4.306[)—(4.308) one obtains

U= %(m % — ) (4.313)
T-T, = %(m ZOiT — ) (4.314)
q—qs = %(ln Zioq — ¢n) (4.315)
where 1o gt
Y = /O e (4.316)
Y = /O5 %’5"@ d¢ (4.317)

The subscript s indicates a quantity evaluated at the sea surface. Expressions

(4.313)—(4.315)) are valid for z > 2oy, zor, 204 While it is further assumed
that U > U,. The roughness lengths zor7, 2or and 2y, prevent the quantities

becoming too large near the surface. Evaluating the integrals (4.316))—(4.317))
one has
U =2In(1 4+ ¢;) +In(1 + ¢,,2) — 2arctan(¢,!) + 5 —3In2 for £ <0

UV =1— 0 for £€>0
(4.318)



150 CHAPTER 4. PHYSICAL MODEL

and
Y =2In(1+ ¢, ') —2In2 for £<0 (4.319)
¢h:1_¢h for £>0 ’
Parameterisations for w,, T, g, are given by rewriting (4.313))—(4.315)):
w2 = K2(In —— — ) 202 = Oy (4.320)
20U

w Ty = K2(In —— — ) "L(In < — ) "WU(T — T,) = CoU(T — T, (4.321)

20U 20T
z _ z _
UsGs = Hz(ln - wm) l(ln - wh) 1U<q - QS) = CeU(q - qs) (4322>
20U 20q

where Cy,, C), and C. are the drag coefficient, the Stanton and the Dalton
numbers. The z-dependence of the coefficients is usually eliminated by eval-
uating them at the standard height z = 2z, = 10 m. Suitable expressions are
required for zoy, zor, 204 Parameterisations exist for the roughness length
as function of the wave state (e.g.|Janssen, 1991). However, since little infor-
mation is available concerning the form of zyr and zy,, the simpler approach
described in |Geernaert| (1990) is used. This consists in defining a drag co-
efficient Cy, valid for a neutral stratification. In analogy with one
has

U= 0, =20 = (4.323)

K 20n

where zq, is the value of zyy for neutral conditions. Eliminating z between
(4.320]) and (4.323)) yields the following relation between Cys and Cly,:

Cus = [C % 4+ (In 22— 4p,.) /]2 (4.324)
20U

Following (Charnock| (1955)) one further assumes that the roughness length
scales with the wind stress or

Zou = aul/g (4.325)
so that , .
20U Uy, ds
— = 5 = 4.326
20n uzn Cdn ( )
Hence
Cus = [C7% + (In(Can/Cits) — thm) /K] 2 (4.327)
The neutral Stanton and Dalton numbers are defined in a similar way
Chon = £2(In —— In —)~! (4.328)

Z0n 20T
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C. = k(I % In %)—1 (4.329)
n q

Expressions for C, and C, in terms of their neutral counterparts are then

obtained by combining (4.328)—(4.329)) with (4.321)—(4.322)) (taking zoy =~
2o, for simplicity) and (4.323). This gives

Ch = Chn[l = WmCh? + VhCinC ) [ + Crthmtn /52" (4.330)
C. = Con[l = (YCy? + PnCenC ) /i + Conthmtbn /52" (4.331)

The neutral coefficients are obtained from one of the formulations given in
Section [A.811

Since the functions v, and ¥, depend on the dimensionless height £, a
further equation needs to be added. Eliminating u,, 7T, and ¢, in (4.309)

after substituting (4.302)—(4.303)), by using (4.320)—(4.322)) and evaluating

at the reference height, one has

£ = gtzq Co(T, — Ts) + 0.61T,Ce(qa — qs)
B TvW120 (Cd8)3/2

(4.332)

In summary, the coefficients Cy,, (', and C, are obtained by solving the
system consisting of the four equations (4.327)), (4.330)), (4.331)) and
using an iteration scheme. Input parameters are the wind speed Wi, the air
temperature T,, the sea surface temperature T, the relative humidity RH
and the atmospheric pressure p, . The last two are needed to evaluate q,, ¢
through (1.273) (E274).

The various schemes introduced in this section are compared in Figure 4.8
The following observations can be made

e The Smith & Banke (1975) and Charnock (1955)) formulations are
highly similar. Larger diferences between the different schemes, up
to a factor 2, are seen for the surface drag coefficient in the case of high
wind speeds.

e Stratification effects measured by the air-sea temperature difference
are important at wind speeds below 10 m/s. A significant decrease
of the exchange coefficients is observed in case of a stable (7, > T5)
stratification, whereas the cofficients increase in the unstable (7, < T5)
case.

e The Kondo and Monin-Obukhov formulations are qualitatively similar.

e The effect of relative humidity is less significant compared to the one
produced by stratification.



152 CHAPTER 4. PHYSICAL MODEL

0.0035 [ T T T T ] 0.0020
0.0030 - e
[ ]
. [ 5 L
3§ r o 1 = 00015 ~o_. S N
© n.00251 e 4 % L - . i
2 = - ] 3}
g E P b=
g F Pt = £
£ E P === 38
£ 0.0020 o e 18 L ;
8 [ - — e . -
8 [ e o R 1 % o.00101 . = B
an n T em T ] g L - -
£ 0.0015— e — =
5 r T S 1 3
@ = P P e
8 - S~
g P -5 = ] [ i ]
H 0.0010 <7 _ 25 — $ ;o
5 £ Pt 1 £ 0.00051 s 7
s = N /
[~ 1 @ F B 1
0.0005 %~ = !
4 1 L /
r @ 1 )
0.0000 I I I I 0.0000
0 5 10 15 20 25 0 5 10 15 20 25
Wind (m/s) Wind (m/s)
0.0020
5 r 5] £
-2 0.0015— N o 4 00013 -
g L < ] 5 L
E ~ e
£ S E
8 = 8
8 L I S5 8 E
& 0.0010— e T T — & 0.0012— —
< - - g r
5 t T 1 g E
2 T £
S b e 1 5
"
u .
o
8 L 1 g L ]
a g [ ]
£ 0.0005— - & 00011 -
= =) C ]
& { @& E ]
[ © 1 Eo@
0.0000 C
0 5 10 15 20 25 o 5 10 15 20 25
Wind (m/s) Wind (m/s)

Figure 4.8: (a) Surface drag coefficient Cy, as function of wind speed accor-
ding to (solid), (4.287)) (dots), (4.288)) (dashes), (4.289) (dash-dots),
(dash and 3 dots), (4.291)) (long dashes). (b) Surface exchange coeffi-
cient C, as function of wind speed according to the Kondo| (1975) formulation
and AT=T,—T,=0°C (solid), -5°C (dots), -2.5°C (dashes), 2.5°C (dash-dots),
5°C (dash and 3 dots). (c) Surface exchange coefficient C, as function of wind
speed according to Monin-Obukhov theory, using RH=75%, T,=12°C and
AT=T, — T,=0°C (solid), -5°C (dots), -2.5°C (dashes), 2.5°C (dash-dots),
5°C (dash and 3 dots). (d) Surface exchange coefficient C, as function of
wind speed according to Monin-Obukhov theory, using T,=7,=12°C and
RH=100% (solid), 90% (dots), 80% (dashes), 70% (dash-dots), 60% (dash
and 3 dots), 50% (long dashes).
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Implementation

Evaluation of the surface drag and exchange coefficients is selected with the
following switches

iopt_sflux_cds Formulation for the neutral surface drag coefficient Cy;.

0 : constant value as given by the parameter cds_cst
1 : equation from [Large & Pond| (1981))

2 : equation from [Smith & Banke| (1975)

3 : equation from |Geernaert et al.| (1986))
4
S
6

. equation ([(£.289) from [Kondo| (1975
: equation ([£.290) from [Wu/ (1980)
: equation (4.291)) from (Charnock] (1955)

iopt_sflux_cehs Formulation for the neutral surface (heat) exchange coeffi-
cients C,, C},.

. constant value as given by the parameter ces_cst or chs_cst

0
1 : equation from Large & Pond, (1982))

2 : equation from |[Anderson & Smith/ (1981])
3

4

. equation (4.294] from (1975))
. equation (4.295) from [Wul (1980)

iopt_sflux_strat Selects dependence of the surface drag and exchange coeffi-
cients on atmospheric stratification effects.

0 : no dependence

1 : using the (1975) parameterisation (Section {4.8.2))
2 : using Monin-Obukhov similarity theory (Section [4.8.3))

4.9 Bottom boundary conditions

4.9.1 General form

In analogy with Section most of the bottom boundary conditions are
flux (Neumann type) conditions and can be written into one of the two
following general forms
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e A prescribed (upwards) bottom flux F,’

MOy
——=F 4.333
h3 Os b ( )
e A bottom flux describing the transfer across the sea bed
229 _ cvgs - ) (4.331)
h3 Os ) b b :

where C} is the transfer rate (with the dimension of a velocity) and
Y€, bt are the values of ¥ just below and above the sea bed.

For example, the bottom conditions (4.336]) and (4.340) for v and v are
of the form (4.334]) with

Cf = CF = COg(ui +v)Y?, uf=vf=0 (4.335)

An alternative form is a Dirichlet boundary condition where the value of
1 at the bottom or the first interior point is specified. Examples are the

conditions (4.351)) for turbulence.

Note that when the model equations are given in depth-averaged mode
(Section [£.3.2), the bottom boundary condition enters as an additional flux
(source or sink) term in the transport equations. It is obvious that in that
case only a Neumann flux condition is allowed.

4.9.2 Currents
A slip boundary condition is applied for the horizontal current at the bottom

which takes the form
UT (8u ov

— (=, =) = 4.
hg 88’ 83) (Tbh Tb2) ( 336)
The following formulations have been implemented

e zero stress condition

(Tp1, To2) = (0,0) (4.337)
e linear friction law, either in 3-D as in 2-D mode
(Tb1, To2) = Kuin (Up, vp) (4.338)

or
(Tb1, Tv2) = Kiin (W, D) (4.339)
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e quadratic friction law, either in 3-D as in 2-D mode
(701, T12) = Cap (i + v3) " (up, v3) (4.340)

or
(71, To2) = Cap(@ + 0°)"/* (1, D) (4.341)

where the bottom currents (up,v,) are evaluated at the grid point nearest
to the bottom and (w,v) are the depth-mean currents. A constant value is
taken for the linear friction coefficient ky;,,.

The quadratic law for the 3-D case is obtained using the boundary layer
approximation of a vertically uniform shear stress (see equation yield-
ing a logarithmic profile for the current

u(z)| = =2

where u%, = 73, 2, the height above the sea bed and z, the bottom roughness
length. The quadratic bottom drag coefficient can then be expressed as a
function of the roughness length zy and the location of the bottom cell. This
gives

Zx

In(

= In( ) (4.342)

Cav = (w/n(z, /ZO))2 (4.343)

where z, is a reference height taken at the grid centre of the bottom cell.
The value of zy which may vary in the horizontal directions, depends on
the geometry and composition of the seabed. Values of z;, measured from
logarithmic current profiles can be found in Heathershaw| (1981)); [Soulsby
(1983} |1997) for various bed type forms.

When COHERENS is used in 2-D mode, the drag coefficient is determined
by averaging over the water depth. Assuming zy < H, one obtains

Cy, = {m/ In (H/(ezo))r (4.344)

Note that in depth-averaged (2-D) mode, the only allowed formulations for
the bottom stress are (4.339)), and .

The log-layer approximation is only valid if 2z, > 2zy,. This may create a
problem in case the grid cell is drying and z, — 29, Cg, — 00. To prevent too
large drag coefficients, a lower limit has been imposed of the form z,/zy >
&min-  In the previous versions this limit was set internally to a value of
1.5. In the current version &,,;, is user-defined. Default value is 2 yielding a
maximum of 0.333 for Cly,.

In analogy with the surface condition the bottom value of the
transformed vertical velocity equals zero, i.e.

w=0 (4.345)
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Implementation

Evaluation of the bottom stress is controlled by the following switches

iopt_bstres_form  Type of bottom stress formulation

0: Zero bottom stress
1: Linear friction law

2: Quadratic friction law
iopt_bstres_nodim Type of currents used in the bottom stress formulation

2: Depth mean currents

3: 3-D current at the bottom grid cell
iopt_bstres_ drag  Type of formulation for Cy,

: Set to zero

: Constant prescribed value

: Using (4.343)) or (4.344]) and a constant roughness length

: Using (4.343)) or (4.344]) and a spatially dependent rough-
ness length

0
1
2: Prescribed horizontally non-uniform value
3
4

4.9.3 Temperature and salinity

The bottom boundary conditions for temperature and salinity are obtained
by considering a zero flux normal to the seabed:

A—Ta—T =0, )\—Ta—S =0 (4.346)
hg 0s h3 0s

A similar assumption is applied for the absorption term in the temperature
equation where solar radiance [ is set to zero at the sea bottom.
It is remarked that the non-allowance of any heat exchange at the bottom
interface may not be realistic but is only imposed in the absence of a useful
parameterisation which takes account of a bottom exchange (e.g. release of
geothermal energy).
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4.9.4 Turbulence

The bottom boundary conditions are obtained using the same boundary layer

assumptions as for the surface case. Equations (4.277))—(4.280)) are replaced
by equations (4.347)—(4.350|) below. The bottom friction velocity is defined

» k20U
ufb = \/Tfl + Tb22 = S“O?g = constant (4.347)

The mixing length is proportional to the distance d, from the “wall” boun-
dary as given by equation (4.212):

l=1 =krdy=r(h+ z+20) = H(HU + 20b> (4.348)

where is zg, a bottom roughness length.

oUu Uskh Usip

oUu K3/
P = Uiba =& = €O/<g_db (4350)

The following Dirichlet conditions are derived from the previous equations

2 3
Uy _ Usp

S €T L= nd (4.351)
u0

In analogy with the surface case the conditions for k and ¢ can be replaced
by conditions for the bottom flux

Vi ok

s D5 = 0 (4.352)
v, Oe v, €ok®/?
= - _r 4.
hso. Os hso. Kd} (4.353)

The first condition states that there is no energy flux across the bottom.

Implementation

Bottom boundary condition for turbulence are selected by the following
switches:

iopt_turb_tke_bbc Type of condition for k

1: Neumann condition (4.352])
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2: Dirichlet condition (4.351)

iopt_turb_dis_bbc Type of condition for

1: Neumann condition (4.353))
2: Dirichlet condition (4.351))

4.10 Lateral boundary conditions

4.10.1 Open boundary conditions for the 2-D mode

The model uses a Arakawa C-grid (see Section[5.2). The 2-D mode equations
contain the three unknown variables U, V and (. The surface elevation
is obtained from the continuity equation which does not explicitly require
knowledge of ¢ at the open boundaries. This means that open boundary
conditions only need to be supplied for the transports U and V. However, a
robust scheme needs to take account of the information entering or leaving
the domain which involves all three parameters and should therefore include
¢ as well.
The implemented schemes can be divided in four categoried}

1. Conditions without externally imposed values for transports and ele-
vations (0,1,2,5,6,7,10,13).

2. Conditions with imposed elevations (3,9,12). An “external” value for
the transport is obtained by solving a local solution of the momentum
equations.

3. Conditions with imposed transports (4).
4. Conditions with specified transports and elevations (8,11).

External values (U, V¢, () are expressed as the sum of a non-harmonic and
an harmonic part

N

V(& Ea,t) = U560, Ea, )+ Y A€, 60) fult) cos (Vn(t) +un(t) — n(&1, 52))

n=1
(4.354)
where 9§ represents the non-harmonic part, f,,, u, are the nodal amplitude
and phase factors, V,,(t) the astronomical phases at Greenwich and A,, ¢,
the space-dependent amplitudes and phases with respect to Greenwich at

1The numbers in parentheses refer to the numbering of the descriptions below.
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the open boundaries. The Greenwich phases and nodal factors are space-
independent and obtained as function of time using the theory discussed in
Section [4.5] The amplitudes A,, and phases ¢,, are constant in time but non-
uniform in space and needed to determine the harmonic input at the open
boundaries. The function 1§ depends on space and time. Values for A4,,, ¢,
and 1§ need to be supplied by the user.

Variations in atmospheric pressure cause a displacement of the sea level.
On the other hand, when an external surface elevation is specified, usually in
the form of an harmonic expansion, the harmonic amplitudes are obtained
with respect to a reference atmospheric pressure P,.f. To take account of
this “inverse barometer” an (optionally) correction term is added to (¢, i.e.

(¢ = expression (4.354) + (Pres — Fa)/(9p0) (4.355)

A relaxation condition can (optionally) be applied for all exterior 2-D
data (transports and elevation) in case the model is set up with the default
initial conditions (zero transports and elevations). In that case the exterior
data function 1¢(&;, &, t) is multiplied by the factor

a,(t) = min((t — t9) /715, 1) (4.356)

where T is the relaxation period and ¢y the initial time. The method avoids
the development of discontinuities during the initial propagation of (e.g.) a
tidal wave into the domain.

All available schemes for 2-D open boundary conditions are briefly des-
cribed below. Details are not given but can be found in the appropriate
references. Comparison of different schemes are discussed in e.g. |Palma &
Matano| (1998)); |Jensen| (1998)); Rged & Cooper| (1987). Note that the con-
ditions are applied after solving the 2-D mode equations for U, V, ( at all
interior points.

The following notations are adopted

e £ or F: upper (lower) sign applies at western/southern (eastern/northern)
boundaries

e the gravity wave speed c is defined by ¢ = \/gH

e s equals 1 if (¢ is defined at an exterior node or 2 if (¢ is defined at the
open boundary (U- or V-) node

0. Clamped.

The transports are uniform in time and determined by the initial con-
ditions.
ou ov.

oY _ 9 _ 4.
5 =0, 5 =0 (4.357)
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This is the default condition.

. Zero slope.

The 2-D momentum equations are solved without surface slope, advec-
tion, horizontal diffusion, pressure gradient and astronomical force.

ou ov
i fV+HF +74 -y , i —fU+ HF} + 70 — Tio (4.358)

. Zero volume flux.

This is a reflective boundary condition whereby the transport is set
equal to its nearest interior value.
ou
&

v

0, ==
3

0 (4.359)

Specified elevation.

The 2-D momentum equations are solved without advection, horizontal
diffusion, atmospheric and baroclinic pressure gradient.

oU 2 o

5 h o6 + fV 4+ 1T Ts1 — To1

ov ¢ aC t

W = —h—26—§2—fU+HF2+Ts2_Tb2 (436())

The slope term is calculated by the spatial difference of the specified ¢
value, either at the open boundary or outside the model grid, and its
nearest interior value. The solutions are called “local” since all other
horizontal gradient are suppressed. This condition is the easiest to use
if ¢ is the only available data parameter.

Specified transport.
u=U0°, V=V (4.361)

This is the simplest and most appropriate condition to be used at river
boundaries.

Radiation condition using the shallow water wave speed.

Several types of radiation conditions, which allow the propagation of
waves approaching the open boundary, are implemented. Oblique waves
are not considered so that a normal incidence on the boundary is as-
sumed. The methods use a Sommerfeld type of equation of the form

W __Cop _
or T hog,

0 (4.362)
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where C' is an appropriate wave speed. The first condition uses the
surface gravity wave speed for shallow water

ou ¢ dU oV ¢ IV
ot Thog 0 ot Thpog C (4.363)
6. |Orlanski (1976) condition.
This is the most popular radiation scheme using
oY /ot
C= Cr = I 4.364
707, (4364
so that
ou ¢, oU ou 10U
Tz - — =
o Tmog V@ at/(hlafl)
ovV. ¢ 0V ov 10V
— F——— = =+— —— 4.
ot Thog V0 9T Ty (hQ agz) (4.365)

The numerical implementation (further discussed in Section [5.3.16.1))
involves the values from two previous time steps and at the nearest two
interior grid points.

7. (Camerlengo & O’Brien| (1980)).

The scheme is a mixture of the clamped and zero flux condition and
can be considered as a simplified case of the Orlanski condition. Details

are given in Section [5.3.16.1]
8. [Flather| (1976) with specified elevation and transport.

This is based on (4.363) combined with the continuity equation using
only the volume flux normal to the open boundary. The condition then
requires that U % ¢( or V &£ ¢( is continuous across the boundary or

U—U T %sc(g LY, VeVe %sc(g e (4.366)

9. Flather (1976]) with specified elevation.

The formulation is the same as (4.366|) with U¢, V* replaced by the
local solutions U”, V¥ obtained by solving (4.360)

U=UF7 %sc(( -0, V=Vvizx %sc(g — (9 (4.367)
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Roed & Smedstad| (1984).

The condition is the same as Flather’s condition but with all specified
exterior values replaced by local solutions

U=U"Fc(¢C-¢"), V=ViFe(C-¢h (4.368)

where

ock 1 9 oct 1 9
o 10t
Ot hyihy 0% Ot hihy 06

and UL, VI are obtained from (4.360) using ¢*.

Characteristic method with specified elevation and transport.

= (hyU) (4.369)

The method is perhaps the most robust, but also the most complex one.
The scheme is based on the theory of characteristics. The principle is
to determine which information propagates into or out of the domain.
The former is calculated using external data, the latter from the model
equations. The method is discussed in Hedstrom| (1979); |Hirsch/ (1990))
and applied in modified form to a barotropic ocean model by Rged &
Cooper| (1987).

The characteristic variables are defined by
=U+c( or RL=V=+c (4.370)

At a western (eastern) boundary R* (RY) is the outgoing and RY (R")
the incoming characteristic. Let R} = U +c(, Ry = U F ¢( denote the
incoming and outgoing characteristics at a western or eastern boundary
and R} =V £ c(, R} = V F ¢( their counterparts at a southern
or northern boundary. The outgoing characteristics are obtained by
solving

8R“ c ORY c 0 Ohy

=+ h HF
ot T b 08 hih (agg( V)t 5 )+fv+ +Ta1 T

(4.371)

and
8R” c ORY c 0 Ohy ) .

= 4 hoU) + —V | — fU+HFS +7g— T
ot h2 06 hiho (351( 2U) 05 / 2 2o

(4.372)
The equations are obtained by adding the continuity equation (4.85|),
multiplied by Fe, to the two momentum equations (4.86)—(4.87)), where
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12.

13.

(for convenience) the advective and horizontal diffusion terms, the baro-
clinic and atmospheric pressure gradient are neglected. These equations
are solved using values of the involved parameters evaluated inside the
domain.

The incoming characteristic is prescribed by

R!=U 4+cC°, R; =V +xcC (4.373)
The transports are then obtained by

1 1
U=g(RBi+ k), V=R + R (4.374)

Characteristic method with specified elevation.

The method is as previous with U®, V¢ replaced by the local solution
UL, VE from (4.360)).

Characteristic method using a zero normal gradient.

Following Rged & Cooper| (1987) the incoming characteristic is, in

the absence of available data, obtained from (4.371f) or (4.372) with
ORY/0& = 0 or ORY/0& = 0. This gives

OR} 0 oh
atz :q:hlcha (a_&<hlv)+a_£12U> —|—fV—|—HFf—|—T81—Tb1 (4375)
ORY 0 Ooh
8; — :Fh10h2 (a_gl(hQU) + 6—521‘/) — fU+ HF} + 75 — 7o (4.376)

4.10.2 Open boundary conditions for the 3-D mode

4.10.2.1 baroclinic currents

Since U and V are obtained from the 2-D open boundary conditions, only
their baroclinic parts du = U—u/H and dv = V —v/H need to be determined.
The following conditions can be selected

0. Zero gradient.

1 0 1 0

o = —— = 4
hl 861 (thgéU) 0 s h,2 652 (hlhgfs’l}) 0 ( 377)

This is the default condition.
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. Specified external profile.

du = dou®, dv =" (4.378)

Second order gradient condition. In case of ragged open boundaries the
(first order) zero gradient condition may yield spurious discontinuities
of the vertical current at the first interior node. The effect is reduced
when using the second order condition

18[1 0

1 0 [ 1 0
hy 06, Lhyhy 0€,

5g; (ehsdw)| =0, - 96 s 95,

(hlhgév) =0

(4.379)
at respectively U- and V-node open boundaries.

Local solution. The equation is derived from the 3-D and 2-D momen-
tum equations without advection and horizontal diffusion:

10
hs Ot

Fb 10 sup06u Ty — T
hsdu) — 2Qsin pdv = FP — =L T oL Tsl
( SU) Sln¢v +h388<h3 88) H

(4.380)
at U-nodes and

10

9, 10
h38

hsdv) + 2Qsin pou = F2 — _+h_3£<

VT85U> T2 — T2

h3 Js H
(4.381)

at V-node open boundaries. The diffusive fluxes at the surface and
bottom are determined by respectively (4.265)) and (4.336) with u, v,
replaced by du, dv.

Radiation condition using the baroclinic wave speed.

oou 1 Odu _0 0ov 1 Odv

o Tnas Y o T (4.382)

The baroclinic wave speed ¢; is generally unknown and has to be spec-
ified by the user.

Orlanski condition.

@ . i@ 85u/ b odu
ot T hy 06 Yog,
95v 1 96w _ @ ) <h2 950
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4.10.2.2 3-D scalars

Open boundary conditions are needed for calculation of the horizontal ad-
vective fluxes inside the domain.

0. Zero gradient.

1 0 1 0

hah hih =0 4.384
hy 351( 2 3¢) 7 ha 8§2< ! 3¢) ( )
This is the default condition.

1. Specified external profile.
Y =° (4.385)

2. Radiation condition using the baroclinic wave speed.

o _ 10y o 19

- Y re 4.
ot Tonoe =Y w Thnag Y (4.386)

The baroclinic wave speed ¢; is generally unknown and has to be spec-
ified by the user.

3. Orlanski condition.

B ()
ot T om0 @ ot Log,
N 1oy LoV Y
E:Fcrga—& = 0, Cr = at (h28£2> (4387)

4.10.2.3 turbulence variables

Advection of turbulence is considered of minor importance and has been
disabled by default. The only available open boundary condition for k, € or
kl therefore consists of a zero gradient condition.

4.10.3 Relaxation conditions

A known problem with open boundary conditions is that the imposed value
of a quantity at the open boundary is not always compatible with its value
calculated by the model inside. For example, the thermocline depth obtained
from an imposed vertical profile of temperature may be different from the
one calculated by the model just inside the domain, creating unrealistic dis-
continuities. A known solution is the creation of a sponge layer near the open
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boundaries where the calculated interior solution is allowed to relax towards
its value imposed at the open boundary.

The method implemented in the program is the flow relaxation scheme
proposed by Martinsen & Engedahl| (1987). A relaxation zone is defined near
the open boundary where the value of a model quantity v is written as

Vi = ae + (1 — )y (4.388)

where 1), is the open boundary value, 1@ the calculated interior value, prior
to relaxation, and « a weighting factor which varies between 1 at the open
boundary and 0 at the inner edge of the relaxation zone. Martinsen & kEn-
gedahl (1987)) showed for a simplified case that the procedure is equivalent
to add a relaxation term a(v) — ) /At/(1 — ) to the right hand side of the
transport equation where At is the model time step. In this way, ¢ relaxes
to its open boundary value if @ — 1 and to the internal solution if a@ — 0.

The method can be applied in the program for temperature, salinity and
baroclinic currents, but is not implemented for the 2-D mode. The following
interpolation schemes can be selected

1. linear p
=1-—= 4.389
a=1-+ (1.359)
2. quadratic
=1 d\? 4.390
@ ( - D) (4.390)

3. hyperbolic
d
a=1- tanh(—)
2Ah
where d is the distance to the boundary, D the width of the relaxation
zone and Ah the grid spacing. Note that the interpolation assumes a
uniform grid spacing within the relaxation zone.

(4.391)

4.10.4 Coastal boundaries

At coastal boundaries currents and fluxes of of scalars are set to zero, or
U=0, du=0, wp=0 (4.392)
at western and eastern boundaries, and
V=0, év=0, vp=0 (4.393)

at southern and northern boundaries.
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4.11 Initial conditions

The default initial conditions are

e 2-D hydrodynamics

U=0, V=0 (=0 (4.394)
e 3-D hydrodynamics
u=v=0 (4.395)
e scalars
T ="T.r, S=Sres (4.396)

where T}..¢, Syer are uniform values selected by the user. These are also
the values taken over time if iopt_temp=0 or iopt_sal=0.

e turbulence
k=10"° J/kg (4.397)

for turbulent energy while [ is obtained from one of the mixing length

prescriptions given in Section 4.4.3.5| and ¢ from (4.203)).

Although the initial conditions for turbulence cannot be considered as re-
alistic, they are of lesser importance since turbulence is assumed to be in
quasi-equilibrium and adjusts itself rapidly to changes in the forcing condi-
tions, given by the vertical current shear and stratification. It is clear that
realistic initial conditions cannot be given in general. In practice, they need
to be obtained by the user.

4.12 Harmonic analysis

4.12.1 Residuals, amplitudes and phases

The program offers the possibility to apply an harmonic analysis on a given
number of user-defined quantities. The method is closely related to the one
described in |Godin| (1972)). An harmonic expansion approximates a function
F(&,&,0,t) by a series of the form

Np, Np
F(&,8&,0,t) =ag+ Z a, coswy(t —t.) + Z bnsinwy,(t —t.)  (4.398)
n=1 n=1

where ag, a, and b, are spatially dependent parameters obtained with an
optimisation procedure, w, are a series of user-defined frequencies, N}, the
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number of harmonics in the analysis, . a “central” time and t the time
since the start of the simulation. The procedure uses a least-squares fitting.
Firstly, the time t. and a period T for the analysis, given by an even number
of time stepﬁ, i.e. T =2MAt, are defined. Secondly, the program evaluates
the values of F' at times t. + kAt with —M < k < M, denoted by

= F(fl, 52, g, tc + kAt) (4399)

The harmonic parameters ag, a, and b, are then determined by minimising
the quantity

M Np, Np,
R= Z [Fl, — ap — Z a, cos(w, kAt) — Z by sin(w,kAt)])?  (4.400)
k=—M n=1 n=1

Setting the first derivatives of R with respect to ag, a,, and b,, (1 < m < Np)
equal to zero yields the following set of 2V}, + 1 equations

M Np, N,
Z [Fl, — ag — Z a, cos(wp,kAt) — Z by, sin(w, kAt)] =0 (4.401)
k=—M n=1 n=1
M Np, Np,
Z [Ff, — ag — Z a, cos(wpkAt) — Z by, sin(w, kA)] cos(w,, kAt) =
k=—M n=1 n=1
(4.402)
M Np, N,
Z [Fr, — ap — Z a, cos(wp,kAt) — Z by, sin(w, kAt)] sin(w,, kAt) = 0
k=—M n=1 n=1
(4.403)

with 1 < m < Nj,. The system can be simplified with the aid of known sum-
mation rules for trigonometric functions (see |(Gradshteyn & Ryzhik, 1981).
The final result can be written as

h
> Xuntn = R (4.404)
Np,
> Younbn = S (4.405)
n=1
M N,
_2M +1 wy At
ag = 2M 1 [ ; nz::l ay, sin( 5 wnAt) esc( 5 )] (4.406)

12Note that At equals the time step for the 3-D mode calculations.
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where
1 . /2M+1 At
X = 5 sm( 5 (Wm + wn)At> csc(;(wm + wn)>
1 2M + 1 At
+§ sin( i (Wi, — wp) At) CSC(7<wm - wn)>
1 o 2M +1 WAt 2M +1 BAYAN
M L1 sin( 5 wmAt) esc( ) sin( 5 wnAt) esc( )
(4.407)
1 2M + 1 At
Yn = 5 sin( 2+ (Wm — wn)At> csc(;(wm — wn)>
1 2M + 1 At
—5 sin( 2+ (Wm + wn)At> csc(;(wm + wn)> (4.408)
M M
1 . 2M +1 W AL
R, = Z Fy, cos(w, kAt) — M1 sin( 5 wmAt) esc( 5 ) Z Fy
k=—M k=—M
(4.400)
M
Sm= > Fpsin(wykAt) (4.410)
k=—M

The following replacements need to be made at singular points of the csc
(cosecans) functions:

oM + 1 A
sin( ; w*At) csc(w2 t) S oM +1 if mod(w.At,2m) =0 (4.411)

where w, equals either w,, , w,, Wmn + wWn, Wm — W,. The matrices X and Y
are symmetric and depend only on the values of the frequencies, the time
step and the analysed period and can thus be evaluated at the start of the
program. The numerical solution of the linear system and is
facilitated by first performing a Cholesky decomposition on the matrices X
and Y, which only needs to be performed once. This reduces the number of
arithmetic operations and computing time since the systems are to be solved
at a number of selected grid points and for a given number of user-defined
quantities. Details of the numerical procedure are described in Press et al.
(1992).

Once the parameters ag, a,, and b,, are determined, the harmonic expan-

sion (4.398|) is written into the form

Np
F(&.6,0.t) = Ag+ Y Ay cos(w(t —to) — nc) (4.412)
n=1
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where the residual Aj, the amplitudes A,, and the phases p,. (with respect
to the central time t.) are obtained from

Ag=ay, A, = (a2 + )Y n. = mod(arctan(b, /a,), 27) (4.413)
The actual phase ¢,, can be obtained in the program with respect to either

1. the central time
Pn = Pnc (4414)

2. the astronomical Greenwich phase. Letting

One has
Wi (t —te) — Pne = Vi (t) + un(t) — pn (4.416)

3. a given reference date defined by
tref - t + Aref (4417)

where A, is time difference between the initial date of the simulation
and the reference date. Letting

©On = Pne — Wn(te + Arey) (4.418)

one obtains
Wi (t —te) — Pne = Watref — @n (4.419)

Important to note is that the number and values of the frequencies w,
used in the harmonic analysis do not need to be the same as the ones ap-
pearing in the tidal forcing, as given by the harmonic expansions or
(4.354). For example, if the model is forced with the Ms-tide only, higher
order harmonics (My, Mg, ...) are generated by the non-linearities of the
model equations. These higher order terms can be investigated by applying
an harmonic analysis. The method can be also used to analyse the evolution
of a Ms-tide during a spring-neaps cycle, e.g. by forcing the model with a
Mj- and Ss-tide and performing the analysis with only the Ms-frequency at
different times ¢t = t.,t. + 7T, ... (e.g. |Luyten, [1997)). Luyten et al.| (2003)
applied the same procedure for the analysis of internal waves in the North
Sea.

The period T needs to be selected with some care. A general rule is
that it must be of the same order or larger than any of the analysed periods
27 /w,, and must increase with the number of frequencies. A more stringent
restriction is imposed if two freqiencies w; and w; are nearly equal to avoid
aliasing effects, in which case T" should larger than 27 /|w; — wj].
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4.12.2 Tidal ellipses

During the course of a tidal cycle the current vector describes a curve, known
as the “tidal ellipse”. Characteristic parameters of tidal ellipses are the semi-
major axis, semi-minor axis, ellipticity, orientation and elliptic angle. They
can optionally be derived by the program in the usual way (e.g. Godin, [1972)
once the harmonic parameters of the current are available using the analysis
of the preceding section. The “nth” harmonic component of the horizontal
current can be written as

Uy, = Ugp COS(Wnl — ©nu) s Un = Van COS(Wnt — ©ny) (4.420)
Introducing the complex notation

U=uge ™|V =uv,e " (4.421)

where the subscript n has been omitted for simplicity, the complex current

can then be decomposed into a cyclonically and an anticyclonically rotating
component

1 ) ~ . ) ) ~ ,
w4 ’iU — §<Uezwt + Uefzwt) + %(Vezwt + Vefzwt)
= S,y S et (4.422)

where a ~denotes the complex conjugate and
1 ‘
Sy = §(U +iV) = |Sy|e* (4.423)

The semi-major axis A, semi-minor axis B and ellipticity e of the ellipse,
described by the current, are then given by

A =[S +[5-], B=IISe]=[5-[], e = (|54 = [S-])/ (|54 +[5-]) (4.424)

The inclination © of the ellipse with respect to the & -axis and the elliptic
angle @, i.e. the angle between the initial current at ¢ = 0 and its position
when the current achieves its first maximum, are obtained using

O=(ay—a_)/2, d=—(ar+a_)/2 (4.425)

with the restriction that
0<6,o< (4.426)
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The orientation of the ellipse is determined by the sign of the ellipticity. A
positive value of e means that the current vector rotates cyclonically (anti-
clockwise in the northern hemisphere) and |S,| > |S_| whereas a negative
value indicates anticyclonic rotation (clockwise in the northern hemisphere)
and |S4| < |S_|. If e = 0, the flow is rectilinear and |S;| = |S_|. A useful
discussion of cyclonic and anticyclonic components and their impact on the
depth of the tidal bottom layer can be found in e.g. [Prandle (1982)); |Soulsby
(1983); |Luyten| (1996).

Implementation

The following switches are available for harmonic analysis

iopt_out_anal  Switch to enable (1) or disable (0) harmonic analysis

iopt_astro_anal If iopt_astro_anal=1 and cdate_timeref is not defined, the har-
monic phases ¢,, are calculated with respect to the astronom-
ical phase at Greenwich. Otherwise the phases are obtained
with respect to a given reference date or to the central time,
depending on whether cdate_timeref is defined or not (see Sec-

tion [20.3.1)).
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